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Introduction 

This book contains mathematical results from three distinct subject areas. These 
correspond to the three parts of the book. Part I contains a systema~plora
tion of the natural extension of Morse theory to include singular spaces. Part II 
gives a large collection of theorems on the topology of complex analytic varieties. 
Part III presents the calculation of the homology of the complement of a collec
tion of flat subspaces of Euclidean space. 

The reason for including these three disparate subject areas in one volume 
is that the results of the second and the third are proved by applying the Morse 
theory of the first. However, the statements of the results themselves are indepen
dent from one part to another. Also the three subject areas may be of interest 
to different sets of readers. For these reasons, this introduction is written in 
completely independent chapters. Anyone interested mainly in the topology of 
complex analytic varieties can skip now to Chap. 2 of the introduction, p. 23. 
Readers interested in flat subspaces of Euclidean space may skip to Chap. 1 
of Part III of this book, p. 237. 



Chapter 1. Stratified Morse Theory 

Suppose that X is a topological space, f is a real valued function on X, and 
c is a real number. Then we will denote by X s:c the subspace of points x in 
X such that f(x)~c. The fundamental problem of Morse theory is to study 
the topological changes in the space X s:c as the number c varies. 

1.1. Morse-Smale Theory 

In classical Morse theory, the space X is taken to be a compact differentiable 
manifold. This is best illustrated by the following standard diagram: Consider 
a two-dimensional torus :Y embedded in three-dimensional Euclidean space. 

P4 
V4 

V3 

L 

V2 

v, 
P, 

Let f be the projection onto the vertical coordinate axis. So, f(x) measures 
the height of the point x. For any real number c, the subspace :Ys:c is the 
wet part after the torus has been filled with water to height c. 

L c 



4 Introduction 

We imagine slowly increasing c and we watch how the topology of fJ,;c 

changes. We observe that it changes only when c crosses one of the four critical 
values VI' .•. , V4 corresponding to the critical points PI' ... , P4. (The critical 
points of a differentiable function on a smooth manifold X are the points where 
the differential df of f vanishes. The critical values are the values f takes at 
the critical points.) This observation about fJ illustrates Part A of the fundamen
tal result of classical Morse theory: 

Theorem (CMT Part A). Let f be a differentiable function on a compact smooth 
manifold X. As c varies within the open interval between two adjacent critical 
values, the topological type of X ,;c remains constant. 

Next, we want to examine the way in which the topological type of fJ,;c 

changes as c crosses one of the critical values Vi. If c is less than VI' then 
fJ,;c is empty. As c crosses VI' the space fJ,;c changes by adding a two-disk 
(shaped like a bowl). As c crosses V2 , the space fJ,;c is changed by gluing in 
a rectangle along two opposite edges. 

Crossing the critical value V2 

As c crosses V3 , another rectangle is glued in along two opposite edges. 

Crossing the critical value V3 

Finally, as c crosses v4 , a two-disk (shaped like a cap) is glued in along its 
boundary, thus completing :Y. 

We define Morse data for a function f at a critical point p in a space X 
to be a pair of topological spaces (A, B) where Be A with the property that 
as c crosses the critical value V= f(p), the change in X,;c can be described 
by gluing in A along B. The descriptions above of the changes in fJ,;c may 
be summarized by the following table of Morse data for fJ: 
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ri tical poi nt Morse da ta (A, B) 

P, (0 (J) ) =(0 0 X 0 2, aoO x 0 2) 

P2 or PJ ( D ) = (OIX OI, O'X OI) 

P4 (0 0 ) =(0 2 X 0 °, a0 2 x 0 °) , 

Here, Di denotes the closed i-dimensional disk and ai denotes its boundary 
i -1 sphere. (Note that O-disk is a point and that its boundary is empty.) 

This table of Morse data for :Y illustrates Part B of the fundamental result 
of classical Morse theory: 

Theorem (CMT Part B). Let f be a Morse function (see Sect. 1.3 of the 
introduction) on a smooth manifold X. Morse data measuring the topological 
change in X <c as c crosses the critical value v of the critical point p is given 
by the "handle" (DA X Dn - A, (aDA) x Dn - A), where A is the Morse index of f at 
p, i.e., the number of negative eigenvalues of the Hessian matrix of second deriva
tives at p, and n is the dimension of X. 

In the case of :!I, the Morse index A is 0 for Pt, 1 for P2 and P3' and 2 
for P4. 

1.2. Morse Theory on Singular Spaces 

In this book, we generalize Morse theory by extending the class of spaces to 
which it applies. This increase in generality allows us to apply Morse Theory 
to several new questions. The most easily understood of these is to the study 
of singular spaces. 

Consider the following singular space f!Il embedded in Euclidean three space. 
(Topologically, f!Il may be obtained from the torus :Y by shrinking the circle 
going around the left side to a point and stretching a taut disk across the 
circle around the hole.) 

As before, let the function f measure the height. It is clear by inspection 
that the topological type of f!Il,,;c changes only when c passes one of the values 
v'J, ... , v~, and that the cause of the exceptional nature of these values is that 
they are the images of the points p't, ... , p's. So to generalize Morse theory 
to singular spaces, we need a general definition of critical points which singles 
out the five points p't, ... , p~ in this case. 



6 Introduction 

p; 
I)' 
~ 

I)~ 

L II J 

II, 

p', 
I); 

A Whitney stratification of a space X is a decomposition of X into submani
folds called strata satisfying the Whitney condition given in Part I, Sect. 1.2. 
The intuitive meaning of the Whitney condition is that the topological nature 
of the singularities of the space (including the singularities of the stratification 
itself) should be locally constant along each stratum. For the space fll, the singu
lar set consists of the circle which bounds the disk. The largest stratum is the 
complement of this circle. Although the circle is itself nonsingular, the point 
p~ is distinguished by the fact that fll has a different kind of singularity there. 
This point is the smallest stratum, and the rest of the singular circle is the 
middle stratum. 

• u u 

Stratification of i7l 

Now suppose that X is a compact Whitney stratified subspace of a manifold 
M and that f is the restriction to X of a smooth function on M. We define 
a critical point of f to be a critical point of the restriction of f to any stratum. 
(In particular, all zero-dimensional strata are critical points.) A critical value 
is, as before, the value of f at a critical point. With these definitions, Theorem 
CMT Part A now generalizes to give the first fundamental result of stratified 
Morse theory, which has the same statement: 

Theorem (SMT Part A). As c varies within the open interval between two 
adjacent critical values, the topological type of X <c remains constant. 

Now we wish to investigate how the topological type of gf ~c changes as 
c crosses a critical value v;. As before if c is less than V'1> then fll~c is empty, 
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and as c crosses V'1 , the space f!lt 5,c changes by adding a two-disk. Also, as 
c crosses v~, the space [1!l 5, c changes by gluing in a two-disk along its boundary. 

As c crosses the critical values V'2 , v~, and v~, the change in f!lt 5,c is described 
by Morse data, as shown by the following sequence of pictures. It is not immedi
ately obvious what the pattern is, except that the Morse data is determined 
by the local picture of [1!l and f near the critical points. 

-
ros ing the critical value V2 

Cro ing the critical value V3 

Crossing the critical value v~ 

If X is a Whitney stratified subspace of a manifold M, then we denote 
by D(p) a small disk in M transverse to the stratum S containing p such that 
D(p) n S = p. (The dimension of D(p) will necessarily be the dimension of the 
manifold M minus the dimension of the stratum S.) The intersection of D(p) 
with X is called the normal slice at p and is denoted N(p). The normal slice 
N(p) is a key construction for a singular space. It has a boundary L(p) = oD(p)nX 
which is called the link of the stratum S. Topologically, N(p) is the cone over 
the link of S with its vertex at p. The topological type of the link may be 
thought of as measuring the singularity type of X along the stratum S. If X 
is nonsingular along S, then the link L(p) is a sphere. The Whitney conditions 
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guarantee that the connected component of S containing p has a neighborhood 
which is a fibre bundle over S and whose fibre is N(p). 

Consider D(p) and N(p) for the points p'!, ... , p'S in our example flIl. The 
disk D(p~) is a three-ball around p~ since p~ lies in a zero-dimensional stratum, 
so the normal slice N (p~) is a regular neighborhood of p~ in fll. 

ID 
The point p'! is equal to its normal slice since it lies in a top dimensional 
stratum; likewise for p'S' The following picture shows the disks D(P2) and D(P4) 
for fll, along with the normal slices at p~ and p~. 

For any critical point p in X with critical value v, we define normal Morse 
data at p to be the pair of spaces (A, B) where A is the set of points x in 
the normal slice N(p) such that v-e:::=;f(x):::=;v+e and B is the set of points 
x in N(p) such that f(x)=v-e, for very small e. We may think of normal 
Morse data at p as Morse data for the restriction of f to the normal slice 
at p. We define tangential Morse data at p to be Morse data for the restriction 
of f to the stratum S of X containing p. Tangential Morse data may be computed 
using Theorem CMT Part B of the last section. Now we are in a position to 
state part two of the fundamental theorem of stratified Morse theory. 

Theorem (SMT Part B). Let f be a Morse function (see Sect. 1.4 of the 
introduction) on a compact Whitney stratified space X. Then, Morse data measur
ing the change in the topological type of X $C as c crosses the critical value 
v of the critical point p is the product of the normal Morse data at p and the 
tangential Morse data at p. 

The notion of product of pairs used in this theorem is the standard one 
in topology, namely (A,B)x(A',B')=(AxA', AxBluBxA/). This theorem is 
illustrated by the following table of Morse data for our example fll. 
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Critical Morse d ata ormal Tangential 
poin t Morse data Mor e data 

p', (0 (f) ) '"'- ( (f) ) X (0 (f) ) '"'-

pi ([} ) , 

.......... (S. -=-) .......... ( A ) X ( ) --- .......... (f) , 

pj ( D .~ ) .......... (IJ . ) X ( (f) ) .......... 
<>--

p~ (~ .-----) 
~( , u) .......... ( y ) X ( ) ---

p's (0 0) .......... ( (f) ) X (0 0) ---

Theorem SMT Part B, although very natural and geometrically evident in 
examples, takes 100 pages to prove rigorously in this book. We are interested 
in applying it to establish results about the topology of X. This is possible 
since X is built up in a series of steps, one for each critical point of f, and 
the change brought about by each step is given by Theorem SMT Part II. 
However, in order to use it we must have information about both the normal 
Morse data and about the tangential Morse data for each critical point. The 
quest for this information is complicated by the fact that the normal Morse 
data can differ for various critical points in a connected stratum, as observed 
above. 

In this book, we describe two classes of spaces X for which miraculous 
accidents give us a priori information on the 'normal and the tangential Morse 
data. One is complex varieties, described in Sect. 1.5 of the introduction. The 
other is complements of collections of flat subspaces of Euclidean space, 
described in the introduction to Part III of this book. 
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1.3. Two Generalizations of Stratified Morse Theory 

So far, we have only considered stratified Morse theory for a function defined 
on a compact Whitney stratified space. The extension of this to the case of 
a proper function on a noncom pact space requires no further modification of 
the results of the last section. (A function is proper if the inverse image of 
each closed interval is compact.) We now wish to consider two extensions of 
stratified Morse theory. The first is to certain nonproper functions. The second, 
which we call relative Morse theory, is to composed functions. 

These two extensions broaden the range of questions to which stratified 
Morse theory may be applied, beyond the study of singular spaces. In fact 
some of the most important applications in this book (for example in proving 
Deligne's conjecture (Part II, Sect. 1.1)) are about nonsingular spaces. 

(a) Morse theory for nonproper functions. Consider the example of the open 
unit disk with the origin removed. We call this space f0. 

V, 

As usual, we study the height function f There are three values Vi, v2 , and 
V3 with the property that the topological type of f0 $C changes as c crosses 
them. (At V3 , although there is no change in homotopy type, it changes from 
a manifold with boundary to a manifold without boundary.) So, by the general 
philosophy of Morse theory, there should be three critical points. However 
f0 is nonsingular, and f has no critical points in f0 at all. So the philosophy 
of Morse theory would not appear to apply to this example. (Even if we try 
to apply Morse theory to the closure ~ of f0 in the plane, it will not work 
since the function f on the closure has only two critical points.) 

The trick is to consider the closure ~ with an appropriate stratification: 
a stratification such that the original space f0 is one of the strata. The simplest 
such stratification has three strata: a two-dimensional stratum - the open punc
tured disk f0 itself; a one-dimensional stratum - the circle at its edge; and 
a zero-dimensional stratum - the origin. The origin is forced to be considered 
as a separate stratum, even though the space ~ is nonsingular there, by the 
requirement that f0 should be a stratum. The function f on ~ with this stratifica
tion has three critical points as we wanted. (Even though ~ is nonsingular 
at the origin, it has a critical point there in the sense of stratified Morse theory, 
since any zero-dimensional stratum is a critical point.) 
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Note that these critical points for the height function on ~ lie outside ~. 
In general, to study a nonproper Morse function f on a stratified space 

X, we require that X is a dense union of strata in some other stratified space 
Z, and that the function f extends to a proper Morse function on Z. We call 
the resulting diagram 

the setup for Morse theory of nonproper functions. Now f has two types of 
critical points: those that lie in X and those that lie in the complement Z ......... X. 
In either case, the topological type of X:;; c can change as c crosses the corre
sponding critical value. However, between two adjacent critical values, the topo
logical type of X:;;c remains the same, so we still have the first fundamental 
result of stratified Morse theory. 

We will complete the fundamental theorem for nonproper Morse functions 
by giving a result which calculates the change in X:;;c as c passes a critical 
value. Before doing this, we make our second generalization: 

(b) Relative Morse theory. We replace the setup for Morse theory of non
proper functions by a more general diagram: 

X~Z~1R. 

This diagram is called the relative stratified Morse theory set-up if f is a proper 
Morse function (see Sect. 1.4 of the introduction) and n satisfies the following 
technical condition: n has a factorization X c X ~ Z such that X is a union 
of strata of X, and X ~ Z is a proper stratified mapping. (A stratified mapping 
is defined in Part I, Sect. 1.6. The idea behind the definition is that over each 
stratum of Z, the map should be a fibration in a stratum-preserving way.) 

Any algebraic map n: X ~ Z admits stratifications of X and Z such that 
this technical condition is satisfied. One use of the additional generality of relative 
stratified Morse theory is to study the topology of a complex algebraic variety 
X mapping to a complex projective space Z through Morse functions on Z 
(see Part II, Sects. 2.6 and 3.4). Also, the quotient map for a compact group 
action satisfies this condition, so relative Morse theory could be used to study 
equivariant Morse functions. 

For the relative stratified Morse theory setup, we define a critical point 
p of f in Z, and tangential Morse data for f at p just as before: it is the 
Morse data at p of the restriction f I S, where S is the stratum of Z which 
contains the critical point p. For this setup, however, normal Morse data at 
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p is defined differently. For any critical point p in Z with critical value v, we 
define normal Morse data at p to be the pair of spaces (A, B) where A is the 
set of points x in the inverse image of the normal slice n - 1 (N (p)) such that 
v - 8:S; n(f(x)):s; v + 8 and B is the set of points x in n- 1 (f(p)) such that n(f(x)) 
= v - 8, for very small 8. Here the normal slice at p, N (p) c Z is defined as before. 
Note that normal Morse data is defined as a pair of subspaces of X, whereas 
tangential Morse data is constructed using only the behavior of f on Z. 

We can now state most general version of the fundamental theorem of strati
fied Morse theory. Here X <c refers to the composed function f 0 n, i.e., X <c 

is {xEXlfn(x):S;c}. - -

Theorem (SMT for the relative and nonproper cases). Assume that the compo
sition 

is a relative stratified Morse theory setup. 
Part A. As c varies between two adjacent critical values, the topological type 

of X $C remains constant. 
Part B. Morse data measuring the change in the topological type of X $C as 

c crosses the critical value v of the critical point p is the product of the normal 
Morse data at p and the tangential Morse data at p. 

In the case that n: X -> Z is the identity, this theorem specializes to Theorem 
SMT of Sect. 1.2 of the introduction. 

The reader can easily check (in the case n: X -> Z is the inclusion of the 
example ~ into its closure ~) that this theorem correctly describes the changes 
in ~ $C which occur as c crosses the critical values Vb v2 , and v3 . 

1.4. What is a Morse Function? 

The object of this book is to give the natural generalization of classical Morse 
theory on a manifold X to stratified spaces. We have shown how the fundamental 
theorem relating the singularities of a function to the topology of X generalizes 
to the stratified context. Now we examine the class of functions to which this 
analysis applies. These are called Morse functions. They are the natural general
ization of classical Morse functions on a manifold. We recall the classical case 
first. 

In classical Morse theory, Morse functions are singled out from all proper 
smooth functions on a differentiable manifold X by two requirements: 

o. The critical values of f must be distinct. 
1. Each critical point of f is nondegenerate, i.e., the Hessian matrix of second 

derivatives has non vanishing determinant. 
It follows from this definition that the set of critical points is discrete in 

X and the set of critical values is discrete in JR. 
In addition to leading to the beautiful fundamental theorem of Morse theory 

described in Sect. 1.1 of the introduction, Morse functions have two further 
desirable properties. The first is that they are plentiful. There are several theorems 
of this type. For example, Morse functions form an open dense set in the space 
of all proper smooth functions with the appropriate (Whitney) topology, so 
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any proper smooth function on X may be approximated by a Morse function. 
Another example is that if X is embedded in a Euclidean space IRk as a closed 
proper subspace, then for almost all points e in IRk, the function measuring 
the distance to e is a Morse function. The second desirable property of Morse 
functions is that they are Coo structurally stable. In other words, if J is Morse 
and if f' is close enough to J in the Whitney topology, then there exist Coo. 
diffeomeorphisms h and hi such that the following diagram commutes: 

X~IR 

. j . j. 
X~IR 

The existence of such a commutative diagram means that J and f' have the 
same Coo topological type. 

In stratified Morse theory we consider Whitney stratified spaces X embedded 
in some smooth manifold M. In order to find the analogue of the definition 
of Morse functions in this context, we first need an analogue of the class of 
smooth functions. A function on X is called smooth if it is the restriction to 
X of a smooth function on M. If X is an algebraic variety, then this notion 
of smoothness is intrinsic to X, since it can be seen to be independent of the 
choice of an algebraic embedding of X in M. By definition (due originally to 
Lazzeri and Pignoni), Morse Junctions are singled out from all proper smooth 
functions on a Whitney stratified space X by three requirements: 

(0) The critical values of J must be distinct. 
(1) At each critical point p off, the restriction ofJto the stratum S containing 

p is nondegenerate. 
(2) The differential of J at any critical point p does not annihilate any limit 

of tangent spaces to any stratum S' other than the stratum S containing p. 
It follows from this definition that the set of critical points is discrete in 

X and the set of critical values is discrete in IR. 
Conditions (0) and (1) together imply that the restriction of J to each stratum 

is Morse in the classical sense. Condition (1) is a nondegeneracy requirement 
in the tangential directions to S, while Condition (2) is a nondegeneracy require
ment in the directions normal to S. 

The geometric significance of Condition (2) is illustrated by the following 
example. On the left and on the right are cusps stratified with a zero-dimensional 
stratum at the cusp point. In each case, we consider the height function: 

f -
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The height function is not Morse on the left, but is Morse on the right. Consider 
a sequence of tangent spaces to the one-dimensional stratum at a sequence 
of points approaching the zero-dimensional statum. 

The limit lines to these sequences of tangent are shown in the following diagram. 

The function on the left is not Morse, because the limit on the left is horizontal 
and is annihilated by the differential of the height function. The limit on the 
right is not. 

The fundamental result of stratified Morse theory of Sects. 1.2 and 1.3 of 
the introduction relating the topology of X to the critical points of f holds 
for Morse functions as just defined. In addition, these Morse functions satisfy 
the two further desirable properties of classical Morse functions described above. 
They form an open dense set in the space of all proper smooth functions with 
the appropriate (Whitney) topology. So as before, any proper smooth function 
on X may be approximated by a Morse function. As with classical Morse func
tions, if X is embedded in a Euclidean space IRk as a closed proper subspace, 
then for almost all points e in IR\ the function measuring the distance to e 
is a Morse function. Also, Morse functions are CO structurally stable [P 1]. 
In other words, if f is Morse and if f' is close enough to f in the Whitney 
topology, then there exist (CO) homeomorphisms h and hi such that the above 
diagram commutes, i.e., f and f' have the same topological type. (In general, 
there are no C" (or even C1) structurally stable functions on a Whitney statified 
space.) 

The fundamental theorems of stratified Morse theory (Sects. 1.2 and 1.3 
of the introduction) remain valid for a wider class of functions than Morse 
functions. Condition (1) of the definition of Morse functions can be replaced 
by a condition that we call nondepraved (see Part I, Sect. 2.3). This is a Whitney
like condition on a critical point of a function on a smooth manifold, which 
may prove useful in other contexts. 
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1.5. Complex Stratified Morse Theory 

In Sect. 1.2 of this introduction, we saw that in order to use stratified Morse 
theory to study the topology of a space X, we need to know properties of 
both the tangential Morse data and the normal Morse data for the critical 
points of a Morse function on X. In general, this knowledge may be as difficult 
to obtain as the knowledge of the topology of X itself. However, if X is a 
complex analytic space, then two miracles of complex geometry allow a partial 
calculation of the Morse data. 

For purposes of exposition, in this introduction we will consider only the 
case that the space X has an embedding in (Ck as a closed subspace, and the 
function f that we are considering is the distance function to a point e in 
(Ck. The first miracle is this: 

Lemma. Suppose that S c (Ck is any complex submanifold of complex dimension 
s and that f is the distance function to a point eE(Ck. Then, any nondegenerate 
critical point p off on S has Morse index A at most equal to s. 

Viewed as a real submanifold, S has dimension 2s, so we would expect 
all Morse indices from 0 up to 2s to be possible, but this statement says that 
half of these possibilities are ruled out for reasons of complex geometry. This 
lemma may be deduced from the fact that if the Hessian quadratic form is 

negative on a tangent vector v, then it is positive on 0· v (but not conversely). 
This lemma was first applied to classical Morse theory by Thom, who exploit

ed it to prove results about complex varieties. For example, suppose that X 
itself is nonsingular and that it has complex dimension s. Then for a generic 
center point e, the distance function f is Morse and all of its critical points 
have Morse index at most s. This gave the first proof that a Stein manifold 
of complex dimension s has homotopy dimension at most s, i.e., has the homotopy 
type of a cell complex of dimension at most s [AFl] (since any Stein space 
is homeomorphic to a closed subspace of some (Ck). 

This lemma enables us to find bounds on the homotopy dimension of tangen
tial Morse data in certain cases, because tangential Morse data are precisely 
the classical Morse data of the stratum. 

The second miracle of complex geometry is that the normal Morse data 
at a critical point p depend only on the stratum S in which p lies, not on 
the function f or the point p. In fact there is a geometric construction of the 
normal Morse data in terms of an auxilliary complex variety associated to 
S which we call the complex link of S. 

The complex link 2? (S) of a stratum S of X is constructed as follows: Let 
N be a complex analytic manifold in (Ck transverse to the stratum S at some 
point PES such that N nS=p. (The dimension of N will necessarily be k-s 
where s is the dimension of the stratum S.) Let D(p) be a small disk in N 
around p. Let H be a generic codimension' one hyperplane in N that passes 
very close to p but not through p. Then, 2?(S) is the intersection X nD(p)nH. 
This is illustrated in the following diagram (which gives a real analogue of 
the situation). 
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We believe that the complex link Jl'(S) is a very important construction 
in its own right. It is a complex analytic space with a boundary OJl'(S)= 
XnoD(p)nH. Its interior Jl'(S)'-.oJl'(S) is a Stein space. Up to homeomorph
ism, both the complex link and its boundary depend only on the stratum S; 
they are independent of all the other choices in its construction. Just as the 
ordinary link of a stratum in a real stratified space measure the singularity 
at that stratum, the complex link Jl'(S) measures the singularity at S. For exam
ple, if X is nonsingular at S, then the complex link will be a complex disk. 
If X is the complex cone over Y c ([:IPk - 1 and S is the vertex, then the complex 
link is Y minus a neighborhood of the hyperplane section. If X is a curve 
and S is a singular point, then the complex link is a set of points of cardinality 
the multiplicity of X at S. 

We can now state the fundamental theorem of complex stratified Morse 
theory: 

Theorem (CSMT Part A). Suppose that p is a critical pointfor a proper Morse 
function f on a complex analytic variety and SeX is the stratum containing 
p. Then, the normal Morse data for f at p is homotopy equivalent to the pair 
(Cone Jl'(S), Jl'(S)) consisting of the cone on the complex link of S and the base 
of the cone. 

As an illustration of this theorem, consider the curve singularity given by 
three lines meeting at a point. An embedded real picture is given on the left, 
and a topologically correct but not embedded complex picture is given on the 
right. 

f -



Chapter 1. Stratified Morse Theory 17 

The complex link of the singularity consists of three points. The theorem shows 
that homotopy Morse data for the singular point is given by the pair 

( A\ .... ) 
There is a calculation of the normal Morse data at P in terms of the complex 

link of S which is precise up to homeomorphism (Part II, Sect. 2.5). This is 
more complicated and involves a "monodromy map". 

Theorem CSMT Part A is particularly useful in inductive proofs. As an 
example, we give a sketch of the proof of the theorem of Hamm and Karchyaus
kas that any Stein space X has homotopy dimension at most equal to its complex 
dimension, (Part II, Sect. 1.1 *). Embed X topologically as a closed subspace 
of some <C\ and use as a Morse function f the distance function to an appropriate 
point e. We need a bound on the homotopy dimension of the Morse data 
for all of the critical points. The lemma gives bounds on the homotopy dimension 
of the tangential Morse data. Theorem CSMT Part A bounds the homotopy 
dimension of the normal Morse data in terms of the homotopy dimension of 
the complex link 2 (S). However, the complex link is homotopy equivalent 
to its interior, which is a Stein space of smaller dimension. So, by induction 
on the dimension, we are done. The detailed argument is carried out in Part II, 
Sect. 5.1 *. 

We wish to make a philosophical point about this sort of induction, which 
is prototypical for most of the applications of Morse theory in this book. The 
study of the topology of X by Morse theory always involves passage from 
local information (Morse data at a critical point pEX) to global information 
about X. In complex stratified Morse theory, the Morse data at P is calculated 
from global information about the complex link 2(S) of the stratum S contain
ing p. In this induction, the required global information about 2(S) is itself 
calculated by Morse theory, using a naturally defined Morse function on 2(S). 
Thus, 2(S) is described in terms of local information (i.e., Morse data at a 
critical point PI E2(S)). Intuitively, points in the complex link represent complex 
directions away from S, so local information in the complex link is "local in 
the space of directions from p". In the language of Harmander [Ha], "local" 
in the complex link is called mieroloeal in X. Morse data at PI is in turn calculat
ed using global information about 2 1 , the complex link in 2(S) of the stratum 
containing Pl. The induction proceeds further to calculate this by Morse theory, 
reducing it to local information in 21 (Morse data at a point P2 E 21). This 
is micro-micro-Iocal or (micro)2-local information. This information is obtained 
from (micro)3-local information, and so on. This accumulation of micro's seems 
essential to stratified Morse theory, and indeed to the study of nonisolated 
singularities in general. 

We may also use stratified Morse theory to study nonproper Morse functions 
in the complex case. The setup for the complex version of this is a diagram 

1[ f 
XcZ--..JR. 
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Here n: Xc Z is an inclusion of complex analytic varieties stratified by complex 
analytic strata such that X is a union of strata of Z, and f: Z ~ lR is a proper 
Morse function on Z. The critical points of f are of two types: those in X 
and those in the complement Z ......... X. Normal Morse data for the first type is 
given up to homotopy by Theorem CSMT Part 1 above. For the second, the 
corresponding result is the following: 

Theorem (CSMT Part B). Suppose that p is a critical point for a Morsefunction 
f on a complex analytic variety and the stratum S containing p does not lie 
in X. Then, the normal Morse data for f at p is homotopy equivalent to the 
pair (2-'(S), a2-'(S)) x (Dl, aD!). 

This theorem may be illustrated by considering the square of the distance 
function to a point e in the variety C(} consisting of the complex line with the 
origin removed. The origin is now a critical point, and the space 'f/ sc looks 
like this before and after c crosses the corresponding critical value: 

The complex link of the ongm is a point with no boundary, so homotopy 
Morse data predicted by the theorem is the pair (Dl, aD!). 

1.6. Morse Theory and Intersection Homology 

At this point, the reader may be feeling nostalgia for classical Morse theory, 
where all the information about the Morse data (A, B) was contained in one 
number: the Morse index. The Morse index may be homologically characterized 
as the unique integer i for which Hi(A, B) is nonzero. This characterization 
of the Morse index as the unique degree in which the homology of the Morse 
data does not vanish is the only fact Morse used to prove Morse inequalities. 
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Such a simple situation is impossible for singular spaces, as is shown by 
taking X to be the suspension of an arbitrary Y: 

P2 

A 
@-
"VI V2 

The homology of the Morse data at P2 is, up to a degree shift by one, the 
reduced homology of Y. This can be nonzero in many degrees. Such a simple 
situation is even impossible for complex varieties, as shown by the complex 
cone over a complex algebraic variety Y embedded in projective space. For 
these, the homology of the Morse data at the vertex is, up to a degree shift 
by one, the reduced homology of the complement of the hyperplane section 
of Y, which can have arbitrarily great homological complexity. 

As is often the case, however, the essential simplicity of the nonsingular 
case may be restored by considering the intersection homology of a complex 
variety. 

Theorem (see Part II, Sect. 6.4). Let f be a proper Morsefunction on a purely 
n-dimensional complex analytic variety X. If (A, B) denotes the Morse data for 
a critical point p in a stratum S of dimension s, then the intersection homology 
group I Hi(A, B) vanishes for all i except for i = As + n - s, where As is the Morse 
index of the restriction of f to s. 

So for intersection homology, critical points have a true analogue to the 
classical Morse index, namely A = As + n - s. It is no longer true, however, that 
the group IH;«A, B) is one-dimensional. Instead, it is an important and poorly 
understood invariant of the singularity of X along the stratum S. 

In order to prove this result, we need the full calculation of the Morse 
data up to homeomorphism, since intersection homology is not a homotopy 
invariant. 

1.7. Historical Remarks 

The paper in which Morse introduced Morse theory to the world [M04] was 
submitted in 1923 and published in 1926. By an interesting coincidence, this 
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was exactly when Lefschetz published his work on the topology of algebraic 
varieties [Lefl] (1924), which was the starting point of the other main theme 
of this book. This original version of Morse theory was the homological version. 
It related the critical points of a proper differentiable function on a smooth 
manifold X to the homology of X. 

At this time, algebraic topology was, in the words of Lefschetz, "hardly 
further along" than "its infancy" ([Lef2], p. 15). Homology theory had long 
since been created by Riemann, Betti, and finally Poincare [Pol], [P02] (1895, 
1899). The first book on algebraic topology (at that time called analysis situs) 
had just been written by Veblen [Veb] (1922). However, the theory did not 
yet have rigorous foundations. 

The theory of Riemann, which was never published, was based on an intuitive 
notion of a k-cycle in a space X, as an oriented k-surface with singularities 
contained in X, and an intuitive notion of a homology between two cycles, 
a (k + I)-surface with singularities bounding their union which establishes their 
homological equivalence. These notions of a cycle and a homology were not 
defined precisely, but their properties were established by pictures and an appeal 
to geometric intuition. Poincare attempted to rigorize them by defining cycles 
and homologies as semianalytic subsets, an idea that was carried to completion 
in 1975 [Hal]. Morse refers to Veblen's rigorous book, which concerns cellular 
homology of regular cell complexes. However, to establish that his version of 
homology is a topological invariant rather than a combinatorial one, Veblen 
refers to [Ax] of Alexander. This contains an attempt at defining what is now 
called singular homology (finally achieved by Lefschetz [Lef3] and Eilenberg 
[E]). But, Alexander implicitly assumes that space filling curves do not exist, 
as was noticed by Lefschetz [Lef3]. Furthermore, even to apply Veblen's cellular 
homology, Morse must use the fact that a differentiable manifold with boundary 
can be cell-decomposed, which he asserts without proof. Morse must have been 
aware that there was a difficulty here, since the year after the paper was published 
he suggested it as a thesis problem to Cairns ([B02], p. 913). The century-long 
story of the taming of homology theory is one of the greatest in mathematical 
history, and has not yet been adequately recorded by historians. In any case, 
it was far from over when Morse and Lefschetz began their pioneering work. 

If mathematical journals in 1924 had the same standards of rigor that they 
have today, neither Morse theory nor Lefschetz theory could have been pub
lished. Morse and Lefschetz both attributed their success to their use of intuitive 
homology theory without insisting on adequate foundations. In 1951, as the 
taming of homology theory was reaching its completion, Morse wrote" Mathe
maticians of today are perhaps too exuberant in their desire to build new logical 
foundations for everything. Forever the foundation and never the cathedral" 
([M06], p. 58). (We feel a kinship with this sentiment. We developed intersection 
homology through free use of intuitive cycles. It took us four years to find 
a rigorous version for public presentation.) In conversations, Morse and Lefs
chetz were both often critical of the highly algebraic turn that topology took 
after World War II. 

Like most mathematical advances, Morse theory had its precursors. Poincare 
had a Morse inequality for vector fields in two dimensions ([P03], p. 129, 1885), 
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i.e., half of the "Hopf Index Theorem". The first indication that there is a 
connection between critical points of a function and the topology of its domain 
of definition was G.D. Birkhotrs "minimax principle" ([Bir], p. 240). This gives 
a lower bound on the number of saddle points of a function defined on a 
2-manifold in terms of the number of relative minima and the homo loy of 
the manifold. Morse's work was inspired by Birkhotrs, but it is far enough 
beyond its predecessors to call it qualitatively new. 

Morse's original work inspired a long history of later developments. Smale 
has termed Morse theory the most significant single contribution to mathematics 
by an American mathematician. It has been extended many times, always main
taining its original flavor. These extensions have usually consisted of generalizing 
the setup or of finding new techniques to calculate the Morse data. The exten
sions have usually been made with a view of giving new applications. Since 
Morse theory relates the singularities of the function f to the topology of the 
space X, applications consist of knowing something about one of these two 
so as to deduce something about the other. What follows is only a sketch 
of some highlights. More complete versions have been recorded in several places 
[B04], [Sma3], [Maz], [B02]. 

The first extension was by Morse himself, almost immediately after his origi
nal work. This was to spaces X which are infinite-dimensional, such as the 
path space of a manifold, and to functions f which are functionals in the sense 
of calculus of variations, like the length [MoS]. He also found a technique 
to calculate the Morse index in terms of Jacobi vector fields, the Morse Index 
Theorem. He was able to prove, for example, that two points on a sphere 
with any metric are joined by infinitely many geodesics. Bott extended Morse 
theory by allowing certain nonisolated critical points of the function f, called 
nondegenerate critical submanifolds. He also found group theoretical methods 
for calculating Morse indices on Lie groups and their path spaces. This led 
to the first proof of the periodicity theorem [BoS], [B06]. Thom first exploited 
the fact that complex geometry can be used to bound Morse indices [T9]. 
This led to results on the topology of complex analytic spaces, of which this 
book contains many more. 

In the original version of Morse theory, only the homology of X entered. 
Lysternik and Schnirelmann extended this to an invariant which can be finer, 
the category of X [LS]. Thom ([T8], 1949) showed the existence of a cell complex 
structure on X, with one cell for each singular point of f This gave results 
on the homotopy type of X. Then Smale introduced his" Handlebody decompo
sition" of X, with one handle for each critical point of f This gives results 
on the diffeomorphism type of X. (It is the version that we presented in the 
beginning of the introduction.) This led to many developments in differential 
topology such as the proof of the Poincare conjecture in dimension five or 
more. This is summarized in [Sma2], [Sma3], and [Maz]. Smale and Conley 
have developed the idea of extending Morse theory by replacing the function 
f by a dynamical system ([Sma1], [Co]) and used it, for example, to show 
the existence of fixed points and closed orbits. More recently, Atiyah and Bott 
have developed equivariant Morse theory and applied it to equivariant cohomol
ogy [B04]. 
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Morse theory on manifolds with boundary, originally due to Baiada and 
Morse [BaM], has been applied by Thorn to give bounds on the Betti numbers 
of a real algebraic variety [TlO]. Morse theory extended to manifolds with 
boundaries and corners was further developed by Hamm, Karchyauskas, Le 
and Siersma ([Krl], [Kr2], [H3], [H4], [HL2], [H13], [S]) and was applied 
to the study of the homotopy type of Stein spaces and to Lefschetz theorems 
for quasiprojective varieties. 

Finally, the extension of Part I of this book to stratified spaces X, and the 
applications in Parts II and III, can be considered to be part of this line of 
development. 

1.8. Remarks on Geometry and Rigor 

As is shown by the above history of Morse theory or by the history of stratifica
tion theory (Part I, Sect. 1.0), there is often a creative tension between geometry 
and rigor. Rigor follows the initial conception with a much greater time delay 
in geometry than it does in algebra. Also, when it comes, true geometers often 
feel its language misses the essential geometric ideas. Language is not well 
adapted to describing geometry, as the facilities for language and geometry 
live on opposite sides of the human brain. This perhaps accounts for the presence 
in the current literature on singularities of expressions like "using the isotopy 
lemma, it can be shown" without the forty pages of geometric constructions 
and estimates needed to apply the isotopy lemma. 

Nevertheless, a geometrically apt rigorization of a geometric idea can actually 
add to its ease of visualization. Major examples of this are the final versions 
of singular homology and of stratified spaces. 

We have tried to alleviate the incredible complexity of the arguments in 
this book with two technical innovations that we hope are geometrically apt. 
The first is moving the wall (Part I, Sect. 4), a technique for rigorously construct
ing isotopies of stratified spaces by examining pictures of" characteristic vectors" 
in an auxiliary space. The second is fringed sets (Part I, Sect. 5), a method of 
handling estimates geometrically. We hope that the combination of these allows 
us to approach the geometer's ideal of giving proofs that are both rigorous 
and visual. 



Chapter 2. The Topology of Complex Analytic Varieties 
and the Lefschetz Hyperplane Theorem 

One of the main sets of mathematical results proved in this book is a collection 
of theorems on the topology of complex analytic varieties. There are generaliza
tions of the Lefschetz hyperplane theorem for complex projective varieties, and 
generalizations of the theorem that the homotopy dimension of a Stein manifold 
is bounded by its complex dimension. In this section of the introduction, we 
give a sketch of the statements of the theorems with motivation and some 
history. Technically precise statements of the theorems in their most general 
form are grouped together in Chapter 1 of Part II of the book. 

The proofs of these theorems are applications of stratified Morse theory. 
However, both this section of the introduction and Chapter 1 of Part II may 
be read without any knowledge of stratified Morse theory. 

2.1. The Original Lefschetz Hyperplane Theorem 

The idea of the Lefschetz hyperplane theorem is that a complex projective variety 
resembles its hyperplane section: 

Theorem (the LHT) [Lefl]. Let X be a closed nonsingular purely n-dimensional 
algebraic subvariety of complex projective space, and let H be a generic hyperplane. 
Then, Hi(X, X nH)=Ofor i<n. 

Combined with the long exact sequence of the pair (X, X n H) and Poincare 
duality, this theorem implies that all of the Betti numbers bi of X are determined 
by those of XnH except for three: bn - 1 , bn , and bn + 1 ; and that bn - 1 and 
bn + 1 are bounded by the n - 1 sl Betti number of X n H. The primary use of 
this theorem is in studying projective varieties by induction on their dimension. 

The Lefschetz hyperplane theorem has a dual (in a sense explained in Sect. 2.7 
of the introduction). This states that a nonsingular complex affine variety has 
the homology of a space half its real dimension: 

Theorem (the LHT*). Let X be a closed nonsingular purely n-dimensional 
algebraic subvariety of complex affine space. Then Hi(X) = 0 for i > n. 

A tremendous amount of effort has gone into generalizing these two funda
mental theorems. Significant contributions have been made by many mathemati
cians: [AF1], [AF2], [Art], [Bar1], [BL], [Ber], [Bo1], [C1], [Ch2], [01], 
[Fa], [FK1 to FK5], [Frl], [FH], [FLl], [FL2], [GK], [GM2], [GM3], [Grl], 
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[Oro], [HI to H6], [HLl], [HL2], [HL3], [Krl], [Kr2], [Kr3], [Kpl to Kp5], 
[KW], [L], [La], [Mil], [Mi2], [N], COg], [Oka], [Okol to Ok03], [R], [Sml 
to Sm6], [SV], [SoY], [T9], [Wa], [Zl]. These authors have used widely differ
ing techniques. 

This book contributes further generalizations to the list. But, the main advan
tage of stratified Morse theory is that, at least for complex varieties, it provides 
a unified approach through which a wide variety of generalizations can be proved 
and understood. What follows is a nonhistorical account. Original references 
to the literature for specific results are given immediately after their statements 
in the main portion of the text. 

2.2. Generalizations Involving Varieties which May be Singular 
or May Fail to be Closed 

One of the most dramatic generalizations is that the LHT holds for q uasiprojec
tive varieties and the LHT* holds for singular varieties, both without modifying 
the statements: 

Theorem. The hypothesis "closed" may be omitted from the statement of the 
LHT and the hypothesis "nonsingular" may be omitted from the statement of 
the LHT*. 

The reverse is not true. Easy examples show that it is not possible to omit 
the hypothesis "nonsingular" from the LHT or the hypothesis "closed" from 
the LHT* (see Part II, Chap. 8). 

So, singularities of X can cause failure of the LHT. We want to measure 
quantitatively the effect of singularities on the validity of the theorem. Local 
complete intersection singularities have no effect on its validity. We define a 
measure S(p) of the degree of singularity of X at a point p to be (the number 
of equations needed to define X near p) minus (the codimension of X in projective 
space). The number S(p) is zero when X is a local complete intersection at p. 

Theorem (the LHT for singular spaces). Let X be a purely n-dimensional 
algebraic subvariety of complex projective space, and let H be a generic hyperplane. 
Then H;(X, X nH)=O for i<n-sup S(p). 

PEX 

Similarly, removing a subvariety V from X can cause failure of the LHT*. 
Again, we want a quantitative measure of this. Removing a Cartier divisor 
from X has no effect. We define a measure S*(p) of the degree to which V 
fails to be a Cartier divisor near p to be one less than the number of equations 
needed to define Vas a subvariety of X near p. 

Theorem (the LHT* for non-closed sUbspaces). Let X be a closed purely 
n-dimensional algebraic subvariety of complex affine space and let V be a subva
riety of X. Then H;(X - V) = 0 for i> n + sup S* (p). 

PEV 
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2.3. Generalizations Involving Large Fibres 

Another direction of generalization is to consider varieties X that are mapped 
to complex projective space or affine space, rather than subvarieties. Recall 
that any algebraic map n: X ~ Y has the property that X can be finitely decom
posed into subvarieties V; of varying dimension, each of which maps to Y with 
constant fibre dimension. Suppose that X has pure dimension so that codimen
sions make sense. We call n semismall if for each i, its fibre dimension in V; 
is at most the codimension of V; in X. If the map of X to complex projective 
space or affine space is semismall, then the LHT and the LHT* remain true. 
We define a measure D(n) of deviation of n from semis mall ness to be the supre
mum over i of (the fibre dimension of n in V;) minus (the co dimension of V; 
in X). 

Theorem (the LHT with large fibres). Let n: X ~<CIPN be a (not necessarily 
proper) map of a nonsingular purely n-dimensional algebraic variety into complex 
projective space, and let H be a generic hyperplane. Then Hi(X, n- 1 (H))=O for 
i<n-D(n). 

The above theorem (or rather the homotopy refinement of it; see Part II, 
Sect. 1.1) was conjectured by Deligne [Dl]. It contains as a special case the 
classical Bertini theorem (Part II, Sect. 1.1). 

Theorem (the LHT* with large fibres). Let n: X ~<CN be a proper map of 
a purely n-dimensional (possibly singular) algebraic variety into complex affine 
space. Then Hi(X)=O for i>n+D(n). 

2.4. Further Generalizations 

Many refinements of the above statements can be made, and are incorporated 
into the sharper statements of Part II, Chap. 1 of this book. First, the above 
homology statements all have homotopy analogues. The statements that relative 
homology groups vanish can be strengthened to statements that the correspond
ing relative homotopy groups vanish. The vanishing of homology groups of 
X of degree greater than n can be strengthened to the assertion that X has 
the homotopy type of a CW complex of dimension n. (We shall shorten this 
by saying that X has homotopy dimension n.) In the LHT*, X need only be 
analytic. This leads to the same statement for a complex Stein space. 

The assumptions on the singularities or the size of the fibres in the LHT 
statements need only be imposed on the singularities of fibres away from the 
hyperplane. The hyperplane need not be taken to be generic, provided that 
it is replaced in the statement by a small tubular neighborhood. The hyperplane 
may be replaced by an arbitrary linear subspace, provided that the range of 
vanishing in the conclusion is appropriately modified. More generally, the projec
tive space and the linear subspace may be re·placed by any pair such that the 
subspace is the zeros of a nonnegative function with a suitable Levi form. Dually, 
in the LHT* statements, the complex affine space may be replaced by complex 
projective space minus a linear space, with a similar modification of the conclu-
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sion. Or, it may be replaced by any analytic manifold that admits a real valued 
function with a suitable Levi form. 

Finally, the LHT may be strengthened to a local version. To give a projective 
variety X is the same as to give a conical variety K of one more dimension, 
namely the cone on X. Philosophically, any statement about the projective vari
ety or its embedding really comes from a statement about the singularity at 
the point of the cone. Theorems about projective varieties should be conse
quences of more general theorems about singularities which are no longer 
required to be conical. This is the case for the LHT, which is a consequence 
of the following: 

Theorem (Local LHT). Suppose that K is a purely (n + 1)-dimensional analytic 
subvariety of complex affine space with an isolated singularity at p, H is a generic 
hyperplane through p, and aBE is the boundary of a small enough ball around 
p. Then, ni(X naB" X nH naB,)=O for i<n. 

The local LHT comes with generalizations for the case that K has singulari
ties aside from the one at p, or that it is no longer embedded but is mapped 
in with large fibres just as in the generalizations of the LHT above. It also 
has a dual version, the local LHT*. 

2.5. Lefschetz Theorems for Intersection Homology 

The (middle perversity) intersection homology IHi(X) of a singular complex 
algebraic variety X behaves in many ways like the ordinary homology of a 
nonsingular one. The LHT and the LHT* are examples of this phenomenon. 

Theorem (the LHT for intersection homology). Let X be a possibly singular 
purely n-dimensional quasiprojective algebraic subvariety of complex projective 
space, and let H be a generic hyperplane. Then IHi(X, X nH)=O for i<n. 

Theorem (the LHT* for intersection homology). Let X be a possibly singular 
n-dimensional complex Stein space. Then I Hi (X) = 0 for i> n. 

Note that as a result of the refinements of the LHT* above, we already 
knew that an n-dimensional Stein space has the homotopy type of an n-dimen
sional CW-complex. However, this does not imply the LHT* for intersection 
homology, since intersection homology is not a homotopy invariant. 

2.6. Other Connectivity Theorems 

So far, we have described results that we prove directly by Morse theory. Many 
other very interesting results on the connectivity of algebraic varieties can be 
proved by using one of the above theorems together with an auxiliary construc
tion. The subject of connectivity theorems was pioneered in recent times by 
W. Fulton and several other mathematicians, especially P. Deligne, G. Faltings, 
T. Gaffney, J. Hansen, K. Johnson, J.P. Jouanolou, R. Lazarsfeld, J. Roberts, 
and F.L. Zak. This body of work was one of our primary motivations for under-
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taking this book. We particularly recommend the survey article by Fulton and 
Lazarsfeld [FLl] to readers interested in this subject. We will only give a few 
examples of results here. 

The first example is a further generalization of the LHT. It addresses the 
question, "what happens to the LHT if the linear space H is replaced by a 
more general variety?" Of course if the more general variety is a complete 
intersection, then it is a linear section of some embedding of the projective 
space in some larger projective space, so the LHT applies directly. If it is only 
a local complete intersection, then we have the following statement of Fulton, 
proved in [FLl]: 

Theorem. Suppose that X and H are closed local complete intersections in 
complex projective space <rlPm, that X has dimension nand H has codimension 
d. Then the map 

ni(X, X n H) --+ ni(<ClPm, H) 

is an isomorphism for i::;; n - d and is surjective for i = n - d + 1. 

This theorem simultaneously generalizes the LHT and the strong homotopy 
version of the Barth theorem: for a local complete intersection X, ni(<rlPm, X)=O 
for i::;;2n-m+ 1. (The latter follows by taking X =H.) It generalizes to the 
case that X is mapped in by a finite map. 

The second example is the connectedness theorem, a generalization by 
Deligne of a theorem of Fulton and Hansen: 

Theorem. Let X be a closed connected purely n-dimensional local complete 
intersection in <rlPm x <rlPm, and let LJ be the diagonal. 

(a) If n- m?:: 1, then nl (X, X n LJ) =0 and X n LJ is connected. 
(b) If n - m?:: 2, then there is an exact sequence 

n2 (X n LJ) --+ n2 (X) --+ Z --+ n 1 (X n LJ) --+ n 1 (X) --+ O. 

(c) If 2 < i::;; n-m, then ni(X nLJ)=O. 

A similar result holds if the subvariety X is replaced by a finite morphism 
from X to <rlPm x <ClPm. Even the statements for no and n 1 (which were proved 
without using any results of this book) have spectacular geometric applications. 
For example, every immersion into projective space <rlPm of a variety of dimen
sion more than ml2 is an embedding (Fulton and Hansen). For every branched 
covering of projective space <rlPm with at most m + 1 sheets, there is a point 
over which all the sheets come together (Gaffney and Lazarsfeld). The fundamen
tal group of the complement of a plane curve with only node singularities is 
abelian (Fulton and Deligne). 

2.7. The Duality 

There is a duality which pervades the whole of complex stratified Morse theory 
and Lefschetz hyperplane theory. We have emphasized this by the notation 
* in the numbering of statements in the introduction, and of the sections in 
Part II. This duality is in some sense a form of Poincare duality. 
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The simplest case of Theorem LHT* of Sect. 2.1 in the introduction actually 
follows from theorem LHT by duality. The affine space <Ck of LHT* is compacti
fied by projective space <ClPk• Consider first the case that the subvariety Xc <Ck 

of theorem LHT* has a nonsingular closure X in <ClPk and the hyperplane 
H at infinity is in general position with respect to X. Then, Poincare duality 
(or more properly Lefschetz duality) says that Hi(X)~H2n_i(X, X nH). Theo
rem LHT says that this vanishes for i > n, and by the universal coefficient theo
rem, this implies that H;(X) vanishes for i > n. The unwanted hypotheses on 
X in this proof can be dispensed with if appropriately stronger versions of 
LHT and Lefschetz duality are used. 

In general, the duality is not a consequence of Poincare duality, although 
it seems related to both this and the duality between nonsingularity and com
pactness in mixed Hodge theory. The more complicated dual pairs of statements 
do not imply each other, although they often have dual proofs. It is hard to 
formulate the duality precisely, but one can give a rough dictionary: 

Vanishing of low homology groups 
or low homotopy groups 
Vanishing of low degree intersection homology 
Nonsingular, or local complete intersection 
The singularity defect Sip) 
Large fibres 
The Morse function f 
Distance from a codimension c subspace 

Vanishing of high homology groups 

Vanishing of high degree intersection homology 
Closed in Affine space, or Stein 
The local noncompactness defect S* (p) 
Large fibres 
The Morse function - f 
Distance from a subspace of dimension c 

We have used this duality as a guide to discover several of the theorems of 
this book, as well as their proofs. 

2.8. Historical Remarks 

The Lefschetz hyperplane theorem first appeared in Lefschetz's book L'Analysis 
Situs et la Geometrie Algehrique published in 1924, simultaneously with Morse's 
creation of Morse theory. The main technique of proof in Lefschetz's book 
was the local topological study of generic singularities of a pencil of hyperplane 
sections. These generic singularities are locally equivalent to quadratic singulari
ties of a complex function. So their study, which is commonly called Picard
Lefschetz theory, is the complex analogue of Morse theory, viewed as the local 
topological study of quadratic singularities of a real function. 

Lefschetz's book initiated the topological study of nonsingular projective 
varieties. It was known since Riemann that any oriented 2-manifold is homeo
morphic to a projective curve, so nonsingular projective curves have no special 
topological properties. Lefschetz asks the question whether the analogous state
ment could be true in higher dimensions, and finds that already nonsingular 
projective surfaces have homological properties not shared by general oriented 
4-manifolds ([Lefl], p. 306). In addition to the hyperplane theorem, Lefschetz's 
book originated two other staples of modern mathematics - the intersection 
product in homology, and the hard Lefschetz theorem (which states that on 
a nonsingular projective n-fold, intersecting with a generic i-plane induces an 
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isomorphism between Hn+JX, <Q) and Hn-i(X, <Q)). One must agree with Lef
schetz's own asessment that this book "planted the harpoon of algebraic topolo
gy into the body of the whale of algebraic geometry" ([Lef2], p. 13). 

As was already described in Sect. 1.7 of this introduction, algebraic topology 
was in a very primitive state at this time. Lefschetz credits the fortunate fact 
that he "made use most uncritically of early topology a la Poincare" to his 
relative mathematical isolation in Nebraska and Kansas. Lefschetz spent the 
next eighteen years of his life largely devoted to the program of rigorizing alge
braic topology, culminating in his 1942 Colloquium lectures [Lef4]. 

It should be noted that noone has ever filled a gap in the original proof 
of the hard Lefschetz theorem ([Lef2], p. 316 in the middle of the proof of 
Theorem 13 of Chapter II). In fact, in spite of two other attempts at geometric 
proofs ([AF2] and [Wa]) it is still unknown whether or not there exists a 
proof which does not use analysis. (See [Lam].) Of the two known proofs, 
the one of Hodge uses harmonic analysis and the one of Deligne [D4] uses 
p-adic analysis. 

The dual train of theorems LHT* is much more recent. The theorem that 
the integral homology of an affine variety vanishes above the complex dimension 
must have been evident to Lefschetz, since it is a direct combination of Lefschetz 
duality with the Lefschetz hyperplane theorem. The first published result that 
we have found was a theorem of Serre in 1953 that the homology with complex 
coefficients for a nonsingular Stein space vanishes above its complex dimension 
(together with the above observation for affine varieties). Serre's proof was an 
application of Cartan's Theorems A and B [C1], [C2]. Serre poses the problem 
of whether the torsion similarly vanishes, which was shortly answered by Morse 
theory throught the work of Thorn [T9] and Andreotti and Frankel [AF1]. 

The idea of applying topology to algebraic geometry was not due to Lef
schetz. It was, in fact, one of the prime motivations of Riemann and Poincare 
for developing homology theory (as is made clear in [Pol]). Picard and Simart 
in 1897 had studied the homology of affine algebraic surfaces using Picard
Lefschetz theory CPS] (so their book should be viewed also as a precursor 
of Morse theory). The realization that the homology of nonsingular projective 
varieties has such incredibly beautiful properties is, however, due to Lefschetz. 

The history of developments after Lefschetz could be seen as the whole 
history of algebraic geometry, and is too vast for treatment here. Since one 
of the themes of this book is singular spaces, however, we include one observa
tion. The beautiful picture of the homology of a nonsingular projective variety, 
as completed by Hodge with his (p, q) decomposition, has now been completely 
reproduced for the intersection homology of a singular projective variety (see 
[MP2]). The Lefschetz hyperplane theorem is in this book, Poincare duality 
is in [GM4], the hard Lefschetz theorem is in [BBD], and the Hodge decomposi
tion is in [Sai]. 
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Chapter 1. Whitney Stratifications and Subanalytic Sets 

1.0. Introduction and Historical Remarks 

In this chapter we develop the tools from stratification theory which are needed 
in the proof of the main theorems of Part I (Sects. 3.7, 3.10, 9.5, 10.5, 11.5, 
12.5). Sections 1.2 through 1.8 constitute a short course on the main results 
and techniques of stratification theory, and they summarize the work of many 
people: [Ab], [AR], [BW], [Ch], [G1], [Hal], [Ha2], [Hi1], [Hi2], [Hi3], 
[J], [La], [LT2], [Lo1], [L02], [Mal], [Ma2], [0], [PI], [P2], [Tl], [T2] , 
[T3], [T4], [T5], [T6], [Trl], [Tr2], [V], [Vel], [Ve2] , [WI], [W2], [W3]. 
Sections 1.8 through 1.10 contain the results on characteristic co vectors which 
are used along with "moving the wall" (Chap. 4) in creating the deformations 
which are the heart of our main theorems. Section 1.11 is a basic result in 
stratification theory that is often quoted and whose proof turns out to be sur
prisingly tricky: the transversal intersection of a manifold M and a Whitney 
stratified space Wadmits a "tubular neighborhood" in W, i.e., a neighborhood 
which is homeomorphic to the total space of a vectorbundle E -4 W n M. 

Historical Remarks on Stratification Theory. Singularities were observed by 
the algebraic geometers of the nineteenth century, and Poincare in his first 
paper on homology [Pol], exhibits a singular space and indicates that the 
singular point destroys Poincare duality. The natural idea of dividing a singular 
space into manifolds was at least partially realized in the study of simplicial 
complexes and regular cell complexes ([Veb]), even before the notion of a mani
fold was well defined. In fact, there were a number of early attempts to triangulate 
algebraic sets, including Poincare [P02], Lefschetz [Lef3] (1930), Koopman and 
Brown [KB] (1932), and Lefschetz and J.H.C. Whitehead [L W] (1933). (It is 
now known that Whitney stratified sets can be triangulated ([G 1], [J]), and 
so up to homeomorphism, the class of Whitney stratified sets coincides with 
the class of simplicial complexes.) 

Perhaps the first attempt at an abstract theory of stratifications appears 
in Whitney's concept of a "complifold", or complex of manifolds [W4] (1947). 
However, we will concentrate on the history of stratification theory during the 
period between 1950 and 1970, when complete proofs of the isotopy lemmas 
appeared. Although stratification theory developed together with the theory 
of singularities of smooth mappings, it quickly became an important tool with 
a broad range of applications which extends well beyond the study of singulari
ties of mappings (see, for example, [L03] (1959), [Sc] (1965), [W2] (1965), [Fe1] 
(1965), [Fe2] (1966), [Z3] (1971), [MP1] (1974)). 
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Whitney discussed the program of trying to understand the singularities 
of a generic smooth map during a lecture in Strasbourg in 1950. He announced 
that he could show that folds and cusps were the only generic singularities 
for maps from the plane to the plane. His results were not published until 
[W1] (1955). 

As part of this program to understand the topology of a generic smooth 
map, R. Thorn [Tl] (1955) defined the iterated singularity sets Si(Sj(f)) of a 
smooth map f: IR n ~ IR m, and showed that for certain generic functions these 
were manifolds. Thus, the domain of a smooth function was decomposed into 
a collection of naturally defined manifolds. These were called "manifold collec
tions" in Whitney [W3] (1955), and this name remained for the next ten years. 
(See Thorn [Tl] (1955-56), [T7] (1956), Haefliger [Hae1] (1956/57), Fox [Fox] 
(1957), Whitney [W5] (1958), Feldman [Fe1] (1964).) It is shown in [W6] (1957) 
that every real algebraic variety can be decomposed into a finite collection 
of smooth manifolds. None of these papers suggest any conditions on how 
the strata of a stratification should fit together, other than that they satisfy 
the axiom of the frontier. In [L03] (1959), Lojasiewicz (following ideas of Osgood 
[Os] (1929)), decomposed real analytic sets into a locally finite collection of 
manifolds, and obtained inequalities on the distance between points in these 
"strata". He used this geometric result to prove the division conjecture of 
L. Schwartz: the result of dividing a distribution by a real analytic function 
is again a distribution. See also [L04] (1961). 

Until at least 1958 it was hoped that the smooth maps which were transverse 
to a natural stratification of the jet space would be smoothly stable. Thus, 
the transversality lemma of Thorn [T7] (1956) would imply that the smoothly 
stable maps were dense in the space of all smooth functions. This was hinted 
at in Thorn [T7] (1956) and was explicitly conjectured by Whitney in [W5] 
(1958). Whitney even carried out this program in special cases: for Morse func
tions, for maps from the plane to the plane, and for maps to large dimensional 
spaces. 

In his 1959 book on singularities of maps (which was never formally pub
lished), H. Levine [Lev] recorded Thorn's example showing that smoothly stable 
maps did not form a dense subset of the space of all maps. This example must 
have come as a shock for all concerned, for it meant that completely new tech
niques would be needed in order to study the topology of generic smooth maps. 

In the paper [T6] of 1962, R. Thorn outlines his enormous program for 
showing that generic smooth maps are topologically (rather than smoothly) 
stable, thus resolving the questions raised by this counterexample. He introduces 
the word "stratification" and proposes a "regularity" condition on how the 
strata of a stratification should fit together: each stratum should have a neighbor
hood which fibres over that stratum, which should be controlled by a "fonction 
tapis", and these various fibrations should be compatible with each other. He 
states that algebraic sets admit regular stratifications. He then goes on to give 
an early version of mappings "sans eclatement" (or Thom mappings, as they 
are now known): that the dimension of the fibre over a point p should not 
increase as p specializes to a smaller stratum. He conjectures that such maps 
can be triangulated (this conjecture is still open, but believed to be true), and 
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states the first and second isotopy lemmas, applying these to show that functions 
which are transverse to the natural stratification of the jet space would be 
topologically stable! The amazing vision which is indicated in this paper was 
not fully realized until almost eight years later. 

These ideas were reiterated with a little more detail in [T3] (1964), in which 
he proposes a condition ~ let us call it condition T ~ on a stratification of 
an algebraic set. His condition is that a smooth function which is transverse 
to one stratum of a stratification should consequently be transverse to nearby 
strata. (This is now known [Tr2] (1979) to be almost equivalent to Whitney's 
condition A, which had not yet appeared.) Thom also indicates that such a 
stratification of a real algebraic variety should be locally trivial (or "regular") 
in the above sense. 

It is not surprising that such a visionary paper might contain gaps. In [W2] 
(1964) Whitney replaced Thorn's condition T with his own condition A, and 
showed that A implies T. (See also Feldman [Fel] (1965).) Whitney also gave 
an example to show that condition A alone is not sufficient for local triviality 
of a stratification, and then proposed his condition B as a candidate sufficient 
condition. Besides showing that complex analytic varieties admit stratifications 
satisfying A and B, Whitney showed that these conditions implied semianalytic 
local triviality in low co dimensions, and conjectured that any complex analytic 
variety admits a stratification which is semi analytically locally trivial. (This con
jecture has only recently been verified by R. Hardt.) The details of Whitney's 
theorems appear in [WI] (1965), which was the last paper he wrote on the subject. 

Triangulations and Whitney stratifications of semi analytic sets were con
structed in [L02] (1964) and [Lol] (1965) respectively. 

During the period between 1965 and 1969, while J. Boardman [Boa] and 
J. Mather [Ma3], [Ma4] were working out the details of the theory of smooth 
stability of smooth maps, Thom worked on realizing his program. In his land
mark paper [T5] of 1969, he makes the daring steps of abandoning Whitney's 
ideas for semi analytic local triviality, and of considering instead discontinuous 
(but "controlled") vectorfields on a stratified set, showing that they have a 
continuous flow! (This idea is briefly mentioned in [T6] (1962).) He thus obtains 
topological local triviality of Whitney A and B stratifications. (This paper con
tains many more ideas: the modern definition of a Thom (AJ) mapping, proofs 
of the isotopy lemmas, definition of subanalytic sets, stratification of analytic 
maps, and another more complete outline of the proof that topologically stable 
maps are dense.) 

Mather's 1970 Harvard notes [Mal] are a detailed working out of some 
of these ideas, complete with multiple inductions and a number of valuable 
improvements and simplifications (for example, Thom's fonction tapis is replaced 
by a distance function). Although these notes are still the best reference on 
Whitney stratifications, they were not published because they were meant as 
the first chapter of a book on topological stability of smooth maps, which 
has not been completed. 

O. Zariski (who was working since 1962 on algebraic notions of equisingular
ity) apparently followed these developments closely, as can be seen in his papers 
on equisingularity [Z2] (1965, 1966), [Z3] (1971). 
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Although we arbitrarily end this history at 1970, it should be noted that 
tremendous advances in both stratification theory and singularities of maps 
have been made since. 

1.1. Decomposed Spaces and Maps 

Each of the spaces in this paper (for example, the spaces A and B making 
up the local Morse data) have both a Whitney stratification and a coarser 
decomposition called an ff' -decomposition. Here ff' is a partially ordered set 
which indexes the strata of Z, and the ff' -decomposition of the local Morse 
data is given by its intersection with the strata of Z. The attaching maps and 
homeomorphisms of the theorems in Chapter 3 respect the ff' -decompositions. 
Keeping track of this additional data is important when considering nonproper 
Morse functions on a space X, since our approach to this situation is to embed 
X as a union of strata in a space Z, i.e., as a union of pieces of the ff' -decomposi
tion. 

The spaces which are derived from Z using the Morse function also have 
Whitney stratifications, which are finer than the stratification of Z. For example, 
the space Z s;c has "boundary strata" where f(z) = c (in other words, pieces 
of the ff' -decomposition have co dimension 1 strata). The local Morse data has 
boundary strata at the edge of the ball and where f(z)=v±s so it has "corner 
strata" (which are codimension two in the ff' pieces) where these intersect. The 
attaching maps and homeomorphisms of Theorems 3.5.4 and 3.7 do not respect 
these Whitney stratifications. This may already be seen in the nonsingular case: 
adding a handle to a manifold with boundary creates corners which are new 
strata. In Smale's theory of the diffeomorphism type of Morse data, these corners 
must be smoothed by "straightening the angle". 

Definition. Let ff' denote a partially ordered set with order relation denoted 
by <. An ff' -decomposition of a topological space Z is a locally finite collection 
of disjoint locally closed subsets called pieces, SicZ (one for each iEff') such 
that 

(1) Z = U Si 
ieff 

(2) Sin S{,*, ¢<=>SicSj<=>i=j or i<j (and we write Si<S) 
A decomposed map f: A --> Z between two ff' -decomposed spaces 

A = U Ri and Z = U Si 
ieY' ieY 

is a continuous map such that f(Ri)cS i for each iEff'. Any subspace B of an 
ff' -decomposed space A inherits an 9' -decomposition and the inclusion B c A 
becomes an ff' -decomposed map. In this case we say that the pair of spaces 
(A, B) is ff'-decomposed. 

If (A, B) and Z are ff' -decomposed spaces and if f: B --> Z is an ff' -decom
posed map, then the adjunction space Y = Z U BA (which is obtained from the 
disjoint union ZuA by identifying each aEB with f(a)EZ) is canonically ff'-
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decomposed by subsets Qi=SiUTiRi for each iEg' (where Si' T;, and Ri are 
the pieces of the decomposition of Z, B, and A respectively). 

If :Y c g' is a partially ordered subset and if Z is g' decomposed, we define 
Z n I:YI to be the corresponding :Y-decomposed subset of Z, i.e., 

Znl:Yl= U Si' 
iE:T 

An g'-decomposed homeomorphismf: Z, ~Z2 induces homeomorphisms 

for each subset :Y c !/'. 
Suppose F: g" ~ g' is a morphism of partially ordered sets (i.e., for each 

i <j we have F (i) < F U)). Let {SJ be an Y' -decomposition of a topological space 
Z, and let {Sa be an g" decomposition of Z. Then the {Si} is called a refinement 
of the {SJ if, for each iEg' we have S;cSF(i). 

1.2. Stratifications 

Let Z be a closed subset of a smooth manifold M, and suppose that 

Z= U Si 
iE!7 

is an g'-decomposition of Z, where g' is some partially ordered set. This decom
position is a Whitney stratification ([T5]) of Z provided: 

(1) Each piece Si is a locally closed smooth submanifold (which mayor 
may not be connected) of M. 

(2) Whenever S~ < Sp then the pair satisfies Whitney's conditions A and B: 
suppose XiESp is a sequence of points converging to some YES~. Suppose YiES~ 
also converges to y, and suppose that (with respect to some local coordinate 
system on M) the secant lines t; = Xi Yi converge to some limiting line t, and 
the tangent planes Yxi Sp converge to some limiting plane r. Then 

(2a) I;,S~cr and 
(2b) tcr. 

(It is easy to see [Mal] that (2b)=>(2a).) The Whitney conditions are important 
because: 

(1) Any closed subanalytic subset of an analytic manifold admits a Whitney 
stratification ([Hal], [Hi1]). 

(2) Subanalytic maps admit "Whitney stratifications" (see Sects. 1.6, 1.7). 
(3) Whitney stratifications are locally topologically trivial along the strata 

(see Sect. 1.4). 
(4) Whitney stratified spaces can be triangulated ([G], [J], [Vel]). 
(5) The transversal intersection of two Whitney stratified spaces is again 

a Whitney stratified space, whose strata are the intersections of the strata of 
the two spaces [Ch]. 
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1.3. Transversality 

1.3.1. Definitions. If Z 1 C M 1 and Z 2 C M 2 are Whitney subsets of smooth mani
folds and if f: M 1 -+ M 2 is a smooth map, we shall say the restriction f I Z 1 : 

Z 1 -+ M 2 is transverse to Z 2 if, for each stratum A in Z 1 and for each stratum 
Bin Z2 the map fIA:A-+M2 is transverse to B (i.e., df(x)(TxA)+Tf(x)B 
= Tf(x) M 2). It follows ([MalJ, [Ma2J) that the map f: M 1 -+ M 2 takes a neigh
borhood of Zl transversally to Z2 and that 

Z 1 nf- 1 (Z2) =(f I Z 1)-1 (Z2) 

is Whitney stratified by strata of the form An f - 1 (B), where A is a stratum 
of Zl and B is a stratum of Z2. (We will write Zl ffiZ2.) 

1.3.2. Transversality is open and dense. Recall [Ma3J that if M 1 and M 2 

are smooth manifolds, then the Whitney Coo topology on the space Coo (M 1, M 2) 
of smooth maps, is the topology whose basis consists of the open sets 

M(U)={f: Ml ~ M 2Ilf(M 1)c U} 

where 1::; k < 00 and U is an open subset of the bundle Jk (M 1, M 2) -+ MIx M 2 

of k-jets of maps. 

Proposition ([G2J, [Tr2]). If Z 1 c M 1 and Z 2 C M 2 are closed subsets with 
Whitney stratifications, then 

is open and dense (in the Whitney Coo topology) in CX) (M 1, M 2). 

1.3.3. Remarks. We do not assume that Zl or Z2 is compact. However, 
the stratifications must satisfy Whitney's condition A, otherwise the set T will 
fail to be open. This is in contradiction to [GG] Exercise 3, p. 59: see [Trl] 
or [KT] for interesting counterexamples. In fact, it is shown in [Tr2] that 
the set T is open if and only if the stratifications of Z 1 and Z 2 satisfy Whitney's 
condition A. 

1.3.4. Proof that T is open. Fix a point (Xl' X 2 , ~)Ej1(MI' M 2 ), i.e., 
~EHom(Tx1Ml> TX2 M 2). Let us say that ~ is not transverse if X1EZ 1 , X 2 EZ2 , 

and ~(Tx1S1)+Tx2S2=l=Tx2M2> where Si is the stratum of Zi which contains 
the point Xi. Then the set of nontransverse points is closed in Jl (M 1, M 2). 
If (X~), x~), ~(i») is a sequence of nontransverse points which converge to the 
point (Xl' X 2 , ~), then by taking subsequences if necessary, we can assume that 
(for 1::; i < 00) the points x~) all lie in the same stratum S 1 of Z 1, and the 
tangent spaces TX1 S 1 converge to some limiting plane, I. We may also assume 
that x~) all lie in the same stratum S2 of Z2, and the tangent spaces TX2 S2 
converge to some limiting tangent space, 2. It follows that ~ (, 1) +, 2 =l= 42 M 2. 
However, if Sf1 and S~ denote the strata of Z 1 and Z 2 which contain the limit 
points Xl and X 2, then (by Whitney's condition A) we have '1:::> 4, Sf1 and 
'2::J 42 S~. Thus, (x 1, X2, ~) is not transverse. It follows that the complement 
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U of the non transverse jets is open in J t (M t, M 2). Therefore the set 

T= {JECD(Mt, M 2 ) Ijt f(Zt)C U} = {J 1/ f(Mt)c U} 
is open. 
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Next we shall prove that the set T is dense, i.e. that any smooth function 
f: M t -+ M 2 can be perturbed so as to take Z t transversally to Z 2. In fact, 
such a perturbation can be found within any "submersive family" of self maps 
of M 2 : 

1.3.5. Definition. A family (P, IP) of self maps of a manifold M is a smooth 
manifold P together with a smooth mapping IP: P x M -+ M. For each PEP 
and mEM we associate the partial maps, 

IPp: M -+ M by IPp(x) = IP(p, x) 

IPm:P-+M by IPm(y)=IP(y,m). 

The family (P, IP) of self maps will be called submersive if, for each mEM the 
differential 

is surjective. 

1.3.6. Theorem. Let (P, IP) be a submersive family of self maps of M 2. Then 
the set 

is dense in P. If Z t is compact then U is also open. 

1.3.7. Examples. Take MI =M2 =p=]Rn and f=identity, to see that any 
two Whitney stratified subsets of Euclidean space can be made transverse by 
an arbitrarily small translation. Take M I = M 2 = <ClPn, and P = the manifold of 
projective transformations, to see that any two projective algebraic varieties 
can be made transverse by a projective transformation. The same method works 
if we replace <ClPn by any space which is homogeneous under the action of 
a Lie group G; such an action is automatically a submersive family of self 
maps. This gives the characteristic 0 part of the Kleiman transversality theorem 
([Kl], 1974). More generally, every smooth manifold M admits a submersive 
family of self maps: choose finitely many vectorfields VI' V2 , ..• , v,. on M such 
that at each point mE M the vectors VI (m), V2 (m), ... , v,.(m) span the tangent 
space Tm M. Take P to be the r-dimensional vectorspace of formal linear combi
nations (with lR coefficients) of the V; and let IPp be the time = 1 flow of the 
corresponding vectorfield. Thus, Proposition 1.3.6 shows that the set T consid
ered above is dense. 

Proof Our proof that U is dense follows the ingenious method of Abraham 
([Ab]) and Morse ([M02]), as recalled in [AR] and [GG]. This is by now 
a standard technique. Consider the following diagram 
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where n(p, m)=p and o/(p, m)=IP(p,f(m))=(lPpof)(m). Since IP is a submersive 
family, each o/m: P -+ M 2 is transverse to Z z. Thus P x Z I is transverse to 
o/-I(Z2) and the intersection (PxZI)no/- I(Z2) can be Whitney stratified by 
strata of the form (PxAI)no/-I(A z), where Al is a stratum of ZI and A2 
is a stratum of Zz. 

For each such pair of strata we define 

J(Ai> A 2) = {pEP I p is a critical value of n I (P x AI) n 0/-1 (A z)} 

K (Ai> A z)= {(p, m)E(P x AI) n 0/-1 (A z) I {O} x Tm Al 

+ T(p,m) o/-I(A2H= TpP x TmMI}' 

It is easy to see that the following four statements are equivalent: 
1. pEJ(Ai> A z) i.e. p is a critical value ofn I (P x Ad n 0/-1 (A z). 
2. pEn(K(Al' A z)) i.e. {p} x Al is not transverse to o/-I(A z). 
3. The restriction 0/: {p} x Al ->M2 is not transverse to A 2. 
4. The partial map~: Al ->M2 is not transverse to A z . 
By Sard's theorem [Sal], [Sa2] the set J(AI' A 2)cP has measure O. Thus 

the set 
J=U{J(A 1 , A 2)IAk is a stratum of Zd 

also has measure O. By (4) above, U =P-J is the set of parameter values p 
such that ~ takes Z 1 transversally to Z 2' Thus, U is dense in P. 

To see that U is open, it suffices to show that 

K=U{K(Al' A 2)IAk is a stratum of Zk} 

is closed in P x MI' But, this is the same argument (using Whitney's condition 
A) as 1.3.4. 0 

1.3.8. Remark. If the spaces P, Zk> and Mk and the maps IP and fare 
complex algebraic, and if Z 1 is compact, then the set K is Zariski closed so 
the set U is Zariski open in P. 

1.4. Local Structure of Whitney Stratifications 

Fix a point p in a Whitney stratified subset Z of some smooth manifold M. 
Let S denote the stratum of Z which contains p. Let N' be a smooth submanifold 
of M which is transverse to each stratum of Z, intersects the stratum S in 
the single point p, and satisfies dim (S) + dim (N') = dim (M). Choose a Riemann
ian metric on M and let r(z)=distance (z, p) for each zEM. Let Bb(P) denote 
the closed ball 

with boundary 

By Whitney's condition B, if b is sufficiently small then 8Bb(P) will be transverse 
to each stratum of Z, and it will also be transverse to each stratum in Z n N'. 
Fix such a b >0. 
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Definition. The normal slice N(p) through the stratum S at the point p is 
the set 

N(p)=N' nZ nBb(P). 

The link L(p) of the stratum S at the point p is the set 

L(p) = N' n Z n a Bb(P). 

These spaces are canonically Whitney stratified since they are transverse 
intersections of Whitney stratified spaces. They are also canonically Y-decom
posed by their intersection with the strata of X. The Whitney stratification 
is a refinement of the Y-decomposition. For D sufficiently small, the topological 
type of the pair (N(p), L(p)) is independent of the choice of D, the Riemannian 
metric, the choice of N', or the choice of the point p within a single connected 
component of the stratum S. (The proof follows from Thorn's first isotopy lemma 
(Sect. 1.5) and the fact that any two choices of D, metric, N', and p are connected 
by a one parameter family of such choices. See [Mal]. In Chap. 7 we will 
prove a collection of similar independence results.) 

There is a homeomorphism between the normal slice N(p) and the cone 

c(L(p)) = L(p) x [0, l]/(x,O)~(y,O) for all x,YEL(p) 

which takes the point pEN(p)nS to the cone point. This homeomorphism is 
stratum preserving when c(L(p)) is stratified so that L(p) x {1} is a union of 
strata, the cone point is a stratum, and the remaining strata are of the form 
A x (0, 1) where A is a stratum of L(p). 

The point PES has a (closed) neighborhood which is homeomorphic (by 
a stratum preserving homeomorphism) to RS x cone (Ls) where s = dim (S). In 
fact, S has a (closed) neighborhood Ts in Z and a locally trivial projection 
n: 'IS ~ S such that the fibre n- 1 (p) is homeomorphic to the cone over Ls ([T5], 
[Mal]). 

1.5. Stratified Submersions and Thorn's First Isotopy Lemma 

Suppose Z is a Whitney stratified subset of a smooth manifold M. Let f: M ~ N 
be a smooth map such that 

(a) f I Z is proper. 
(b) for each stratum A of Z, the restriction (f I A): A ~ N is a submersion. 

Such a map is called a (proper) stratified submersion. For each tERn, the set 
Z nf -1 (t) is Whitney stratified by its intersection with the strata of Z. 

Theorem (Thorn's first isotopy lemma [T5], [Mal], [Ma2]). Let f: Z ~Rn 
be a proper stratified submersion. Then there is a stratum preserving homeomor
phism, 

h: Z ~ R n x (f - 1 (0) n Z) 

which is smooth on each stratum and commutes with the projection to Rn. In 
particular the fibres of f I Z are homeomorphic by a stratum preserving homeo
morphism. 
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Proof The complete proof takes over fifty pages in Mather's 1970 notes 
[Mal], but here is an outline: it is possible to find a system {TA, 1tA, PA} 
of control data on Z. This consists of, for each stratum A of Z, a tubular neighbor
hood TA of A in M, and a tubular projection 1tA: TA ->A and a tubular "distance 
function" P A: TA -> [0, e] such that PAl (0) = A, and so that for any stratum B> A 
we have: 

(1) (1tA, PA) IBn TA: B n TA -> A x (0, e) is a smooth submersion. 
(2) 1t A a 1tH = 1tH 0 1t A whenever both sides are defined. 
(3) P A 0 1tH = P A whenever both sides are defined. 

Furthermore, such a system of control data can be found which is compatible 
with f, i.e., so that 

(4) 10 1tA = I for each stratum A of Z. 
Any vectorfield V on lRn has a controlled lift to a vectorfield W on Z. This 
means that W is tangent to the strata of Z, and whenever A < B are strata 
we have 

(1) (1tA)*(WIBnTA)=WIA. 
(2) d P A (p)(W(p)) = 0 for all pE B n TA (i.e., W is tangent to surfaces of constant 

PA)· 
(3) I*(W)= V. 

It turns out that the integral curves of such a controlled vectorfield W fit 
together (stratum by stratum) to give a continuous one parameter family of 
stratum preserving homeomorphisms of Z which commute with f Furthermore, 
commuting vectorfields Vi> Vz , ... , v" on lRk can be lifted to commuting con
trolled vectorfields WI, Wz , ... , w" on Z. This exhibits Z as a topological product 
Z=I-I(O)nZxlRn. D 

1.6. Stratified Maps 

Suppose YI eM I and Yz eM z are Whitney stratified subsets of smooth mani
folds M 1 and M z. Let I: M I -> M z be a smooth map such that I I YI is proper 
and I (YI ) c Yz . Then I I YI is a stratified map provided that, for each stratum 
Az c Yz, the preimage I-I (A z) is a union of connected components of strata 
of YI , and I takes each of these components of strata submersively to A z . 

Such a stratified map has several local triviality properties along any con
nected component B of a stratum in Yz. The restriction I I I - I (B) is a proper 
stratified submersion and hence (by Thorn's first isotopy lemma) is topologically 
a locally trivial fibre bundle in a statum preserving way. Therefore, the fibres 
over any two points in B are homeomorphic. The homeomorphism type of 
the inverse image I-l(N(b)) of a normal slice N(b) through a point bEB is 
independent of the choices made in the definition of N(b), and is also independent 
of b. However it is not true that the topological type of the map I - I (N (b)) -> N (b) 
is independent of the choices, nor is it independent of the point b. See [T6] 
and [Nak] for interesting counterexamples. 
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1.7. Stratification of Subanalytic Sets and Maps ([Hal], [Ha2], [Hi1]) 

A semianalytic subset A of a real analytic manifold M is a subset which can 
be covered by open sets U c M such that each UnA is a union of connected 
components of sets of the form g - 1 (0) - h - 1 (0), where g and h belong to some 
finite collection of real valued analytic functions in U. A subanalytic subset 
B of a real analytic manifold M is a subset which can be covered by open 
sets V eM such that V n B is a union of sets, each of which is a connected 
component of f(G)- f(H), where G and H belong to some finite family '!J of 
semi analytic subsets of an analytic manifold M ', and where f: M' --+ M is an 
analytic mapping such that the restriction f I closure (u '!J) is proper. A subanalyt
ic map between two subanalytic sets is one whose graph is subanalytic. 

Theorem. Suppose A and Bare subanalytic (resp. real semialgebraic, resp. 
complex analytic, resp. complex algebraic) subsets of real analytic (resp. real 
algebraic, resp. complex analytic, resp. complex algebraic) smooth manifolds M 
and N. Suppose f: A --+ B is a proper subanalytic (resp. proper real algebraic, 
resp. proper complex analytic, resp. proper complex algebraic) map. Then there 
exist Whitney stratifications of A and B into subanalytic (resp. semialgebraic, 
resp. complex analytic, resp. complex algebraic) smooth manifolds, such that f 
becomes a stratified map. Furthermore, if CC is a locally finite collection of subana
lytic (resp. semialgebraic, resp. complex analytic, resp. complex algebraic) subsets 
of A, and if f0 is a locally finite collection of subanalytic (resp. semialgebraic, 
resp. complex analytic, resp. complex algebraic) subsets of B, then the stratification 
may be chosen so that each element of CC and each element of f0 is a union 
of strata of the stratification. 

Proof As mentioned in the introduction to this chapter, this theorem (as 
stated) has never appeared in print, although several proofs may be synthesized 
from the literature. The first outline of a proof is in [T5] Theorem 3.5.1, where 
he effectively defines subanalytic sets ("P.S.A" sets). 

For M =IRm and N =IRn andf: M --+N analytic, and A, B sub analytic subsets, 
see [Hi2] p. 215. His method easily globalizes to the situation where M and 
N are arbitrary analytic manifolds. (Alternatively one can choose embeddings 
of the analytic manifolds M and N as analytic submanifolds of Euclidean space 
and extend the map f: M --+ N to the ambient Euclidean spaces). The complex 
analytic case is covered by Theorem 1, Sect. 4 of [Hi2]. 

The second most complete reference is Theorem 2.1 and Applications 2.4, 
and Theorem 4.1 of [Ha2]. However, Hardt does not verify the Whitney condi
tions but mentions instead (in the introduction) that his stratifications can be 
refined so as to satisfy the Whitney conditions, using the method of [Lo]. This 
is true, but is not simple: one must use a double induction (on the dimension 
of the stratum and on the dimension of its projection), applying Hardt's Theorem 
2.1 at each stage. 

Another outline of proof appears in [VI Sect. 3.6, and similar results may 
be found in [Ma2], [Hi1], [Hi2], [Lo], [Ha2], [Gi], [DS], [DSW]. 

Caution. If the map f is algebraic and the sets A and B are real algebraic 
(resp. real analytic, resp. semi analytic) then we cannot conclude that the strata 
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of the resulting stratifications are real algebraic (resp. real analytic, resp. semiana
lytic). A counterexample is given by f: lR---.lR, f(x)=x 2 in the first two cases, 
and by [Lo] p. 135 in the semianalytic case. 

1.8. Tangents to a Subanalytic Set 

Fix an analytic Whitney stratification of a subanalytic subset Z of some analytic 
manifold M. Suppose pEZ. Let S be the stratum of Z which contains p. 

Definition. A cotangent vector ~ET/ Mis conormal for Z at p if ~(TpS)=O. 
The conormal bundle Ts* M of S in M is the subbundle of (T* M) I S consisting 
of all conormal covectors at points in S, i.e., 

Ts* M= U gEYq* MI ~I YqS=O}. 
qES 

By Whitney's condition A, the conormal covectors of Z (i.e., the union of the 
conormal bundles to all the strata of Z) form a closed subset of T* M, which 
is also called the set of characteristic covectors of Z. 

Remark. If M is a complex analytic manifold then there is a canonical 
isomorphism 

Tp* M =HomJR(TpM, lR)~HomdTpM, <C) 

and so, if ScM is a complex analytic submanifold we may unambiguously 
refer to the conormal bundle Ts* M ---. S as a complex vector bundle. 

Definition. A generalized tangent space Q at the point p is any plane of 
the form 

Q= lim Tp,R 
Pi--+P 

where R>S is a stratum of Z and PiER is a sequence converging to p. The 
cotangent vector ~ is degenerate if there exists a generalized tangent space Q 
=1= TpS such that ~(Q)=O. 

Proposition (see [WI]). The total space of the conormal bundle Ts* M is a 
manifold whose dimension is equal to m = dim (M). The degenerate covectors which 
are conormal to S form a conical subanalytic subvariety of codimension ?: I in 
the conormal bundle Ts* M. If Z is a complex analytic variety, then the set of 
degenerate covectors form a conical complex analytic subvariety of complex codi
mens ion ?: I in the conormal bundle Ts* M. 

Proof Fix any stratum R which contains the stratum S in its closure. Let 
r = dim (R), and m = dim (M). By choosing local coordinates for M about the 
point p, we may replace M with Rm. 

Consider the image of the Gauss mapping 

g: R---.lRmxOCr(lRm) 

which assigns to each point XER the pair (x, TxR). The image of g is a subanalytic 
variety of dimension ~r, so its closure is obtained by adding some subanalytic 
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variety of dimension ~ r - 1. (This is the Nash blowup of K) Thus, the set of 
generalized tangent spaces of dimension r at the points of S form a sub analytic 
variety V in GrORm) of codimension ?: r(m - r) - r + l. 

Let W(Ts* M) denote the projective bundle of conormal directions. A direction 
~EIP(Ts* M) is degenerate (for the stratum R) if Gr(ker~) c GrJRm has nonempty 
intersection with this variety V. Consider the Grassmann bundle of r-planes 
in the kernel bundle, KER over W(1S* M), 

W(Ts* M) V 

The map ¢ is induced by the inclusion ker(~)cJRm for each ~EW(Ts* M), and 
it is a submersion. Thus, ¢ is transverse to (each stratum of a Whitney stratifica
tion of) V, so ¢ -1 (V) is a subanalytic subvariety in Gr(KER), of dimension 
~m- 2. Thus, the degenerate cotangent directions n(¢ -1 (V)) form a subanalytic 
subvariety of dimension ~ m - 2 and so the degenerate covectors (for the stratum 
R) form a conical subvariety of dimension ~ m -1 in Ts* M. The collection 
of all degenerate co vectors is the union of the covectors which are degenerate 
for the various strata R > S, so this dimensional estimate holds for the set of 
all degenerate covectors. D 

Discussion. One might expect the set of degenerate covectors in Ts* M to 
form a locally trivial fibre bundle (with conical fibre) over the stratum S. Unfortu
nately, this is not true. There may be certain "exceptional" points PES where 
every conormal vector ~ETs* Mat p is degenerate! [OT1]. No Morse function 
is allowed to have such a point as a critical point, so from the point of view 
of Morse theory, they may be ignored. 

Definition. Let Z be a Whitney stratified subanalytic set, and let S be a 
stratum of Z. A point PES is exceptional if the degenerate conormal vectors 
at p form a codimension 0 subvariety of the conormal space at p. 

Teissier [Tel] (Proposition 1.2.1, p. 461) has proven that a Whitney stratifica
tion of a complex analytic variety has no exceptional points, and every real 
analytic variety admits Whitney stratifications with no exceptional points (in 
fact, the strata need only be the real points of a Whitney stratification of the 
complexification of the variety). Theorem 4.1 of [0] states that the exceptional 
points are precisely the "bcod ! faults" in the sense of [OTl], [Tr3], [LT2]. 
If Z is subanalytic and either 

(1) dim(S)= 1 
(2) dim (S) = dim (Z)-l 
(3) Kuo's ratio test (v) holds on S([Ku]), or 
(4) Verdier's test (w) holds on S([V]) 

then S has no exceptional points. See [NT] in case (1), (3), or (4), and [Hi4] 
in case (2). For complex analytic varieties Z, Whitney's condition (b) implies 
Kuo's criterion (v) by [HM], which gives another proof of the nonexistence 
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of exceptional points in this case. At present, there is no known example of 
exceptional points on a Whitney (b) stratification of a subanalytic set. 

1.9. Characteristic Points and Characteristic Covectors of a Map 

Let f: M ---> N be a smooth map between smooth manifolds and let Z c M be 
a Whitney stratified subset. Suppose f I Z is proper. 

Definition. A cotangent vector ~ E Tq* (N) is characteristic (for f and Z) if, 
for any PEZ (1f- 1 (q), the pullback f*(~)E Tp* M is characteristic for Z. A point 
q E N is characteristic for the map f, if there exists a nonzero characteristic co
vector ~ E ~* N. 

By Whitney's condition A, the characteristic covectors ~ E T* N of the map 
f form a closed subset of T* N, and the characteristic points qEN form a closed 
subset of N. 

Remark. Suppose W is a submanifold of N and suppose that qE W. Then, 
the map f takes Z transversally to W at the point q if and only if Tq W is 
not contained in the kernel of any characteristic covector ~. 

1.10. Characteristic Covectors of a Hypersurface 

Let M be a smooth manifold and pEM. Let g: M --->lR be a smooth map with 
dg(p) =1=0. Let N =g-1 g(p) be the level hypersurface of g. Suppose n: M --->lR2 
is a smooth map such that dn(p): ~M --->lR2 is surjective. 

Proposition. Suppose the restriction n IN: N ---> lR 2 has a singularity at p, i.e., 
for some numbers a, bElR, the form adu+bdv pulls back to 0 on T/ N. Then, 
dg(p) is a multiple of the covector n* (ad u + bd v). 

Proof Let <dg) denote the subspace of Tp* M which is spanned by dg(p). 
Then we have an exact sequence 

o ---> < d g) ---> Tp* M ---> ~* N ---> 0 

(where the surjection is given by restriction, r), and an injection 

n*: ~:. v) lR 2 ---> Tp* M. 

But, rn*(adu+bdv)=O, so n*(adu+bdv)=kdg for some number k. D 

1.11. Normally Nonsingular Maps 

In this section we recall the definition and basic properties of normally nonsingu
lar inclusions [FM1], [02], [OM5]. The main theorem in this section has 
been stated without proof in the literature several times. 

Definition. An inclusion of locally compact Hausdorff spaces, i: X ---> Y is 
normally nonsingular if there is a vectorbundle E ---> X and a neighborhood U c E 
of the zero section (which we also denote by X), and a homeomorphism j: U ---> Y 
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of U to an open subset j(U) in Y, such that the composition X ---+ U ---+ Y is 
equal to i. 

Suppose M is a smooth manifold and Y eM is a (closed) Whitney stratified 
subset of M. Let N c M be a smooth submanifold and suppose that N m Y, 
i.e., N is transverse to each stratum of Y. The space X = N n Y is stratified 
by its intersection with the strata of Y. 

Theorem. The inclusion X =N n Y ---+ Y is normally nonsingular. Moreover, 
(1) The vectorbundle E ---+ X in question is equivalent to the restriction to X, 

(TMjTN) I X of the normal bundle of N in M. 
(2) The neighborhood U c E can be taken to be any sufficiently small a-neigh

borhood Ee of the zero section (with respect to any smoothly varying inner product 
on the fibres of TMjTN). 

(3) The image neighborhood j(U) c M can be taken to be the intersection 
¢(Ee) n Y, where ¢: Ee ---+ M is any smooth embedding of Ee into a neighborhood 
of N in M, so that ¢ I N is the identity. 

(4) These choices may be made so that the projection j(U) ---+ E ---+ X is stratum 
preserving. Consequently, for any union Y' of strata in Y, the inclusion X' = N n 
Y' ---+ Y' is also normally nonsingular. 

The following two diagrams illustrate this theorem. The Whitney object 
Y consists of three pages of a book which meet at the binding. It is embedded 
in the manifold M = IR 3. The manifold N is the plane which is illustrated in 
the diagram on the left, and the intersection X is shown in the figure on the 
right. The vectorbundle neighborhood U of X (in Y) is shaded, and the lines 
used in the shading represent the fibres of the vectorbundle. 

y 

N 

u 

LlJJ 
A normally nonsingular inclusion and its tubular neighborhood 

Corollary. Let A be any (not necessarily closed) algebraic subvariety of <ClPn• 

Let Be <ClPn be a smooth manifold. Then there is a Zariski open subset V in 
the space T of projective transformations such that for any fE V the inclusion 
f(B) n A ---+ A is normally nonsingular. 
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Proof of Corollary. Choose a Whitney stratification of the closure it of A, 
so that A is a union of strata. If f E T is a projective transformation such that 
f (B) in it, then the inclusion f (B) (\ A ---+ A is normally nonsingular by the preced
ing theorem. However, the set of such transformations f is Zariski open in 
the set of projective transformations, by the transversality theorem, Sect. 1.3. D 

Discussion of Theorem 1.11. One might try to prove this theorem as follows: 
Define g: M ---+ IR by g(p) = distance (p, N). The restriction g I Y: Y ---+ IR is a strati
fied submersion (in some neighborhood of g - 1 (0)) and g - 1 (0) = X. Therefore, 
there is a controlled lift V of the unit vectorfield -djdt on IR. The limits of 
the integral curves of V define a projection from some neighborhood of X 
to X. Unfortunately, these limits may not exist, and even if they do exist the 
resulting map to X may not be continuous. 

If the normal bundle of N in M is trivial (E ~ N x IRk), then the projection 
U ---+ IRk of a tubular neighborhood U of N to the fibre, defines a stratified 
submersion n: U (\ Y ---+ IRk, which is therefore topologically trivial. In fact, 
Thom's first isotopy lemma (Sect. 1.5) gives k commuting controlled vectorfields 
which are lifts of the unit vectorfields 8jax l , 8j8x2' ... , 8jaxk on IRk. Using 
these vectorfields, it is easy to see that X has a product neighborhood U ~ X X IRk 
in Y. Unfortunately, if the normal bundle of N in M is not trivial, then the 
controlled vectorfields which are constructed with respect to one local trivializa
tion of E may not agree with the controlled vectorfields which are constructed 
with respect to a different local trivialization of E. Furthermore, it may not 
be possible to patch these vectorfields together using a partition of unity. 

It is possible to give a proof of Theorem 1.11 by developing a theory of 
"controlled foliations" which is parallel to the theory of controlled vectorfields, 
but does not suffer from the patching difficulties described above. We will instead 
use a trick analogous to the" deformation to the normal bundle" [BFM]. 

Proof of Theorem 1.11. Choose a tubular neighborhood V of N in M. This 
consists of a smoothly varying inner product on the fibres of the normal bundle 
n: E ---+ N of N in M, together with a smooth embedding </J: E, ---+ M of some 
neighborhood 

E,={eEEI<e, e)<e} 

of the zero section N, onto the neighborhood V; with the property that </J I N 
is the identity. Since N is transverse to Y we can (by shrinking e if necessary) 
assume that </J is transverse to (each stratum of) Y. Now define the following 
one-parameter family of maps 

P: E, x (-b, 1 +b) ---+ M 

by Pee, t)= t/lt(e) = </J(te). Clearly t/ll =</J, and t/lo=</Jon. If b>O is chosen suffi
ciently small, then each map t/lt is also transverse to Y. This means that 
P- 1 (Y) c ( - b, 1 + b) is a Whitney stratified set which projects to the interval 
( - b, 1 + b) as a stratified submersion (Seot. 1.5). By Thom's first isotopy lemma, 
there is a stratum preserving homeomorphism H between t/lo- 1 (Y) 
= n- I (</J - 1 (N (\ Y)) (\ E, and t/I 11 (Y) = </J - 1 (Y (\ V). Furthermore, t/I 0- 1 (Y) is the 
disk bundle over X = N (\ Y of the vectorbundle E I x. By defining j: t/lo- 1 (Y) 
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-+ Y n V to be the composition j = ¢ 0 H, we have shown that the inclusion X -+ Y 
is normally nonsingular. Furthermore, the composite projection 

",~1 H 1[ '" 

Z n V ---+ t/J 11 (Z) ---+ t/Jo 1 (Z) ---+ X ---+ M 

is stratum preserving. 0 



Chapter 2. Morse Functions 
and Nondepraved Critical Points 

2.0. Introduction and Historical Remarks 

Classical Morse theory is concerned with the critical points of a class of smooth 
proper functions f from a manifold Z to the real numbers, called Morse func
tions. For our generalization, we will let Z be a closed Whitney stratified space 
in some ambient smooth manifold M. We will need analogues for the notions 
of smooth function, critical point, and Morse function for this setting. A smooth 
function on Z will be a function which extends to a smooth function on M. 
A critical point of a smooth function f will be a critical point of the restriction 
of f to any stratum S of Z. A proper function f is called Morse if (1) its 
restriction to each stratum has only nondegenerate critical points, (2) its critical 
values are distinct, and (3) the differential of f at a critical point p in S does 
not annihilate any limit of tangent spaces to a stratum other than S. This third 
condition is a sort of nondegeneracy condition normal to the stratum. If Z 
is sub analytic (which includes the real and complex analytic cases), then the 
set of Morse functions forms an open dense subset of the space of smooth 
functions, and Morse functions are structurally stable, just as in the classical 
case [PI]. 

N ondepraved critical points. The Morse functions described above are 
required to have nondegenerate critical points on each stratum. This condition 
is more restrictive than is required for the truth of our topological theorems. 
To provide the natural generality, we define a condition on a critical point 
called non depraved (see Sect. 2.3). This is a kind of Whitney condition which 
is new even for functions on a smooth manifold. Having only nondegenerate 
critical points is a condition which holds off a set of codimension one in the 
space of smooth functions. Having only nondepraved critical points holds off 
a set of infinite codimension. 

We do not need the generality of "nondepraved critical points" for any 
of the results or applications of stratified Morse theory. However, it is the natural 
generality for the techniques and theorems of stratified Morse theory, because 
the proofs are exactly the same whether we consider nondegenerate critical 
points or nondepraved critical points. The notion of a nondepraved critical 
point may also be of some independent interest to specialists in singularity 
theory since the nondepravity condition is like a "Whitney ~ B" condition 
on the values of the function. 
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The main results (Sect. 3.7) of this part apply to arbitrary functions with 
nondepraved critical points which are defined on arbitrary Whitney stratified 
spaces. However, in order to prove that such functions exist (Sect. 2.2.1) it is 
necessary to assume that the Whitney stratified space is subanalytic. This is 
the only place in Part I where the subanalyticity assumption is necessary. 

Historical remarks on Morse functions and transversality. In [M04] (1925), 
M. Morse showed that any smooth function could be approximated by one 
which has only nondegenerate critical points (we will call this the Morse approxi
mation lemma), and that such a function could be expressed (locally near a 
critical point) as a linear combination of squares of coordinates. 

In 1936, H. Whitney [W7] proved that a smooth map f: M -+ N between 
two manifolds could be perturbed so as to miss a submanifold WeN, provided 
that dim (M) < codimN(W). This may be considered an early form of the transver
sality theorem. (The notion of general position had, of course, been considered 
much earlier by the Italian school of algebraic geometry (see the historical com
ments in [Fu]) and later by Lefschetz and other topologists studying intersec
tions of chains.) 

The program to study the singularities of a generic smooth map was pushed 
by Whitney, who gave a seminar in Strasbourg during 1950, in which he 
announced that folds and cusps were the generic singularities of a smooth map 
from the plane to the plane. These results were published in [W3] (1955), in 
which he used his 1936 version of transversality to give another proof of the 
Morse approximation lemma. 

In 1953, R. Thorn [Tl1] introduced the modern definition of transversality 
and used the theorem of Sard [Sal] (1942) to show that transversality could 
be attained by arbitrarily small perturbations. (Sard's lemma was preceded by 
the result of A.P. Morse on the critical values of a real valued function.) Thorn 
later extended his transversality lemma to include the case of transversality 
in the jet space [T7] (1956), [Tl] (1955), in which he showed, using Sard's 
theorem, that locally any smooth function could be approximated by one which 
"encounters its own singularities transversally", i.e., which is transverse to natu
rally defined submanifolds of the space of all possible derivatives. He also men
tions that the Morse approximation lemma is a special case of this transversality 
result. (See Haefliger's 1956 article [Hae1] for a beautiful exposition and global
ization of these results, translated into the modern language of jet bundles.) 

Until 1963, all versions of the transversality and Morse lemmas were proven 
by modifying the function locally by a polynomial, and then patching the modifi
cations together using a partition of unity. (See, for example, Sternberg [Ste1] 
(1964) p. 65.) However, in 1963, R. Abraham [Ab], [AR] gave a simple, elegant, 
and powerful proof of the jet transversality lemma, which is still the model 
for modern extensions (eg., [GG] (1973), [KI] (1974)), and is reproduced in 
this chapter. Abraham's paper was apparently unknown to Morse, who rediscov
ered the method in [M02] (1967). 

Morse functions which are obtained as the distance from a generic point 
in Euclidean space were considered in [AF1], [M03], [Mil]. 

Maps which are transverse to a "manifold collection" were also considered 
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in a variety of papers from [T7J (1956) to [W5J (1968). Although Thorn's trans
versality lemma shows that the smooth maps which are transverse to a manifold 
collection form a dense subset of the space of all smooth maps, it was apparently 
missed (see [Tr1J, [Tr2J) that the stratification must satisfy Whitney's condition 
A in order that the transversal maps form an open set. In 1965, Whitney [W2J 
and Feldman [Fe1J showed that the smooth maps which are transverse to 
a Whitney (a)-regular stratification form an open and dense set. 

Morse functions on a stratified space are defined (for the case of isolated 
singularities) in Lazzeri's important paper [LaJ (1973), where he indicates the 
essential reason why such Morse functions are dense in the space of all functions, 
provided the stratified set is analytic. In [BeJ (1977), Benedetti established the 
density of Morse functions on a complex analytic space in order to complete 
the proofs of the finiteness theorems of [AG]. Pignoni [P1J (1979) generalized 
the density theorem to real analytic spaces and also showed that Morse functions 
on a stratified space are structurally stable. Recent work on Morse functions 
for Whitney stratified spaces includes [OJ, [OtlJ, [Ot2J, [Bru]. (Note Sect. 
2.2.2 that the Whitney conditions are not sufficient to guarantee that the Morse 
functions on a stratified space are dense in the space of all smooth functions.) 

2.1. Definitions 

Throughout this chapter we fix a Whitney stratification of a subset Z of some 
smooth manifold M. We will consider a function f: Z -* R which is the restriction 
of a smooth function l: M -* R. A critical point of such a function f is any 
point ZEZ such that dl(p) I TpS=O, where S is the stratum of Z which contains 
p. The corresponding critical value v = f(p) will be said to be isolated provided 
there exists a>O such that f- 1 [v-a, v+aJ contains no critical points other 
than p. 

Definition. A Morse function ([BeJ, [LaJ, [P1J, [P2J) f: Z -* R is the restric
tion of a smooth functionl: M -* R such that 

(a) f = 11 Z is proper and the critical values of f are distinct. 
(b) For each stratum S of Z, the critical points of f I S are non degenerate 

(i.e., if dim (S) ~ 1, the Hessian matrix of f I S is nonsingular). 
(c) For every such critical point PES, and for each generalized tangent space 

(Sect. 1.8) Q at the point p, the following nondegeneracy condition holds: 
d](p)(Q) oF ° except for the single case Q = Tp S (i.e., the cotangent vector d](p) 
is characteristic but nondegenerate in the sense of Sect. 1.8). 

Remarks. Whether or not a point PEZ is a critical point of f depends as 
much on the stratification of Z as on the function f For example, every zero
dimensional stratum of Z is a critical point of f If pEM is a critical point 
for the function l: M -* R, and if p is a singular point of Z, then it is a degenerate 
critical point of J, so f is not a Morse function. The critical points of a Morse 
function are isolated. Morse functions which are defined on a real analytic 
set are topologically stable (see [P1J, [BruJ). 

For notational convenience we shall no longer distinguish between f and 1 
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2.2. Existence of Morse Functions 

The results in Part I of this book apply to any Morse function which is defined 
on an arbitrary Whitney stratified set. However, we can only be guaranteed 
of the existence of Morse functions if the set is subanalytic. 

2.2.1. Theorem ([Mol], [M02], [T7], [WI], [Be], [PI], [P2], [0]). Suppose 
Z is a closed Whitney stratified subanalytic subset of an analytic manifold M. 
Then the functions]: M ---+ IR whose restrictions to Z are Morse, form an open 
and dense subset (in the Whitney Coo topology (Sect. 1.3.2)) of the space 
C; (M, IR) of smooth proper maps. 

2.2.2. Example. The rapid spiral 

is a Whitney stratified subset of IR2 (see Thorn [T5]) which has no Morse func
tions. 

For many applications it is not enough to know that a given function can 
be approximated by a Morse function. One may have a certain collection of 
approximations available and it may be necessary to find a Morse function 
within this collection. For this reason, we give the following version of the 
density theorem for Morse functions: 

Let Z be a closed subanalytic subset of an analytic manifold M. Let P 
be a finite-dimensional smooth manifold (the "parameter space") and let 
F: P x M ---+ IR be a smooth function. We think of F as a family of functions, 
fa = F (IX, .): M ---+ 1R which is parametrized by P. Define <P: P x M ---+ T* M by 
<P(IX, x) = d(!a)(x)E 7;.* M. 

2.2.3. Theorem. If the map <P is a submersion, then for almost any IXEP, the 
corresponding function fa: M ---+IR is a Morse function on Z. If Z is compact, 
then the parameter values IX such that fa is Morse form an open subset of P. 

Proof We must find functions fa which achieve two conditions, for each 
stratum S of Z: 

(a) fa I S has nondegenerate critical points. 
(b) dfa(s) is a nondegenerate covector (Sect. 1.8) for each SES. 

Let Ds c Ts* Me T* MIS c T* M denote the set of degenerate covectors at points 
SES, and define <Ps: P x S ---+ T* S by <Ps(lX, s)=d(fa I S)(s). Consider the following 
diagram: 

Since <P is a submersion we have 
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(A) CPs is transverse to the zero section (which we also denote by S) in 
T* S. (In fact, CPs is a submersion, as may be seen by expressing it in local 
coordinates, and differentiating.) 

(B) cP is transverse to each stratum of any Whitney stratification of Ds. 
By (A), the set VI = CPs I (S) is a smooth submanifold of P x S. Furthermore, 

aE P is a critical value of n I VI: VI ----+ P if and only if fa I S has a degenerate 
critical point (¢'>od (fa I S): S ----+ T* S is not transverse to S). By Sard's theorem, 
the set of such bad critical values a has measure 0 in P. 

By (B) above, the set V2 = cp-I (Ds) is a Whitney stratified subset of P x M 
whose dimension is less than or equal to dim (P) - 1. (This is because 
dim (Ds)::::; dim (M) -1 by Sect. 1.8.) Consequently, the image n(V2) has measure 
O. But aEn(V2)¢'>od(fa I S) kills some limiting tangent space. 

We conclude that if a¢n(VI)un(V2), then fa satisfies conditions (A) and 
(B) above. Since X has at most countably many strata, there is a dense subset 
of parameter values a E P such that fa is a Morse function. 

Note that (B) implies that for any stratum R> S, the restriction fa I R has 
no critical points in some neighborhood of S. It follows that fa has finitely 
many critical points on any compact subset of Z. Thus, if Z is compact, the 
set of "Morse" parameter values aEP is open. 0 

2.2.4. Examples. (1) Suppose ZcIRn and F:IRnxIRn----+IR is the function 
F (p, q) = distance 2 (p, q). It is easily seen that the corresponding map cP is a sub
mersion. We conclude ([PI], [M02], [Mi2]) that the distance from a generic 
point in Euclidean space is a Morse function on Z. 

(2) Let ZcIRn and let p=Gk(IRn) denote the Grassmannian of all k-dimen
sional subspaces of IRn. Take F: P x IRn ---> IR to be F(Q, x) =distance2 (Q, x). The 
resulting map cP is a submersion, so we conclude that the distance from a generic 
k-dimensional subspace of Euclidean space is a Morse function on Z. 

2.3. Nondepraved Critical Points 

The nondegenerate critical points of a Morse function are a particular kind 
of nondepraved critical point. 

Definition. An isolated critical point pEIRn of a smooth function F: IRn--->IR 
is nondepraved if it satisfies the following property: Suppose PiEIRn is a sequence 
of points converging to p. Suppose the vectors Vi=(Pi-P)/lpi-pl converge to 
some limiting vector v, and suppose the subspaces ker dF(Pi) converge to some 
limiting subspace T. Suppose also that v is not an element of T. Then for all 
i sufficiently large, 

dF(pJ(vJ· (F(pJ - F(p)) > O. 

It follows that a critical point p is depraved if there exists a sequence Pi ----+ P 
such that Vi----+V, kerdF(pJ----+T, V¢T, and either (1) dF(pJ(vi)<O and F(Pi) > F(p) 
for all i, or (2) dF(pJ(vJ>O and F(pJ<F{p) for all i. 

The following diagram illustrates the second possibility. It consists of 
the level curves of an isolated depraved local maximum of a smooth function f: 
IR 2 ----+ IR. The points Pi are indicated by the sequence of dots in this figure. 
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Level curves of a function with a depraved critical point 

Remark. Although it is not needed for any of our applications, we will 
show in Sect. 2.6 that this condition is preserved under diffeomorphism. Thus, 
we may speak of nondepraved critical points of a smooth function F: S ~ IR 
which is defined on a smooth manifold S. 

Now suppose (as above) that Z is a Whitney stratified sub analytic subset 
of an analytic manifold M, that f: Z ~ IR is the restriction of a smooth function 
defined on M, that PEZ is a critical point of f and that S is the stratum of 
Z which contains the point p. 

Definition. A critical point pE Z of the function f: Z ~ R is nondepraved 
provided: 

(a) the critical point p is isolated 
(b) the restriction f I S has a nondepraved critical point at p 
(c) For each generalized tangent space Q at the point p, the following nonde

gene racy condition holds: d J(p)( QH= 0 except for the single case Q = T;, S (i.e., 
the cotangent vector df(p) is characteristic but nondegenerate for Z, in the 
sense of Sect. 1.8). 

2.4. Isolated Critical Points of Analytic Functions 

In this section we show that isolated critical points of an analytic function 
defined on Euclidean space are necessarily nondepraved. It follows that the 
critical points of Morse functions are non depraved also. 

Proposition. If F: IRn~IR is a (real) analytic function, and if pEIRn is an 
isolated critical point of F, then it is a nondepraved critical point. 

Proof Suppose the critical point p is depraved. Choose a sequence Pi ~ P 
which violates the nondepravity conditions, i.e., such that 

(a) the vectors Vi = (Pi - p)/Ipi - pi converge to some vector V 
(b) ker dF(pJ converge to some subspace r 
(c) v¢r 
(d) for all i, dF(pJ(vJ· (F(pJ-F(p)):::; O. 
First let us assume that for all sufficiently large i, we have F(pJ4= F(p). By 

taking a subsequence, if necessary, we may assume that for all i, F(pJ-F(p) 
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will have a constant sign s= ± 1, so dF(Pi)(Vi) will have the opposite sign, -so 
Let b denote the angle between v and T. Define Q to be the subset ofIRn - {p} 
consisting of all points q which satisfy the following conditions: 

(q-P) (1) dF(q) Iq-pl ·(F(q)-F(p)):::;O 

(2) sign (dF(q)(I:=:I))= -s 

(3) angle ((1:= :1)' ker dF(q)) ~ b/2. 

Then Q is a nonempty semianalytic set which contains p in its closure. 
By the curve selection lemma ([Hi1J Lemma 1.3.3, [Mi2J Lemma 3.1, [BCJ, 
[WaJ), there is a (real) analytic curve a: [0, 1J-+(1 such that a(O)=p, a(t)=!=p 
unless t = O. The (germ near p of the) image of this curve satisfies Whitney's 
condition B. Choose 8> 0 so small that 

( ( a(t)-p)) 
tS;;8=>angle a' (t), la(t)-pl <b/4. 

Thus, angle (a'(t), ker dF(a(t))) > b/4 for all t<8. But this is a contradiction be
cause 

sign(F(a(8))-F(a(O)))=sign J F'(a(t))·a'(t)dt 
t=O 

E (a(t)-p) 
= sign tio F' (a(t))· la(t) _ pi d t 

=-s 
which is a contradiction. 

The other possibility is that F(p;)=F(p) for all i sufficiently large. In this 
case the same argument gives a contradiction provided we replace the set Q 
by the set of points satisfying (1') F(q) = F(p) and also condition (3) above. 0 

Remark. The functions with degenerate critical points form a set of codimen
sion 1 in the space of all smooth functions. The functions with depraved critical 
points form a set of infinite codimension in the space of all smooth functions. 
This follows from the fact that any finitely determined smooth function (i.e. 
a function with a k-sufficient jet, for some k) is locally COO-equivalent to an 
analytic function (its k-jet) so its critical points are nondepraved. But the set 
of functions whose jets are not k-sufficient for any k form a set of infinite codi
mension ([Ma4J Theorem 3.5, [T3J, [DuPJ). Nevertheless, there do exist smooth 
functions with depraved critical points. 

2.5. Local Properties of Nondepraved Cri'tical Points 

In this section we prove several technical lemmas about nondepraved critical 
points which will be needed in Chapter 5. 
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2.5.1. Lemma. If F: M ~ 1R is a smooth function with a nondepraved critical 
point pEM and if no other critical point of F has the same critical value, then 
F- 1 F(p) is a smooth submanifold of M (except possibly at the point p), and 
the pair (F- 1 F(p) - {p}, {p}) satisfies Whitney's condition B at the point p. 

Proof Assume not. Then there is a sequence of points PiEF-1 F(p) converging 
to p so that the secant lines p Pi converge to some limiting line t, the tangent 
planes Tp ,(F-1 F(p))=kerdF(Pi) converge to some limiting plane r, and tcj::r. 
Let Vi=(Pi-P)/lpi-pl in some local coordinate system about p. Then, 
dF(p;)(v;)· (F(Pi)-F(p)) =0. Thus, the critical point is depraved. D 

Suppose pEM is a nondepraved critical point of a smooth function 
F: M ~ 1R. Let r: M ~ 1R denote the distance from the point p, with respect 
to some smooth Riemannian metric on M. 

2.5.2. Lemma. There is a neighborhood U of p in M with the following proper-
ty: for each point qEU (q=l=p), either 

(a) dF(q) and dr(q) are linearly independent or 
(d) adF(q)+bdr(q)=O=- the sign of ab is opposite that of F(q)-F(p). 

Proof Choose a sequence of points Pi ~ P which fail both conditions. Choose 
a subsequence if necessary, so that 

(1) the vectors Vi=(Pi-P)/lPi-pl converge to some limiting vector v 
(2) the hyperplanes ker dF(p;) converge to some plane r. 

Then, v¢r by condition (a) above, and there are numbers ai and bi so that 
aidF(Pi)+bidr(Pi)=O. The nondepravity condition quarantees that F(p;) 
-F(p)=I=O for sufficiently large i, so we may assume that F(Pi)-F(p) has a 
constant sign s= ± 1. For sufficiently large i, we have 

(c) dr(Pi)(Vi) >0 (since Vi points away from p) 
(d) dF(Pi)(Vi) has the same sign as F(p;)-F(p) 

by the nondepravity condition. However, 

a; dF(p;)(v;) = -bidr(pi)(vi) so biai= -afdF(Pi)(vi)/dr(Pi)(v;) 

which has the opposite sign to F(Pi) - F(p). This is a contradiction. D 

2.5.3. Corollary. Suppose local coordinates x 1, x 2 , .•• , Xn on M have been cho
sen so that 

r2 = xi + x~ + ... + x; 
is the distance from a nondepraved critical point pEM of a smooth function F: 
M ~ 1R. Then at each point q in the neighborhood U described above, either 

(a) dF(q) and dr(q) are linearly independent, or 

(b) ~ (aaF)(q) has the same sign as F(q)- F(p) (or is undefined). 
Xi Xi 

Proof The equation adF(q)+bdr(q)=O becomes in local coordinates, 

n (aF x.) L a -a . (q)+b ----' dxi=O 
i=1 x, r 
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so for each i we have 
1 (8F) - - (q)= -b/ar 

Xi 8X i 

which is negative when a and b have the same sign, and is positive when a 
and b have opposite signs O. 

2.6. Nondepraved is Independent of the Coordinate System 

It is easy to check that the following is an equivalent statement of the nondeprav
ity condition. (It uses the inner product in JR n): 

Suppose F: (JRn, O)--+(JR, 0) is a smooth function with an isolated critical 
point at O. This critical point is nondepraved provided the following occurs: 
suppose Pi --+ 0 is a sequence of points and suppose that F (Pi) has the same 
sign s = ± for all i. Suppose the unit vectors pJlpd converge to a unit vector 
lEsn - 1 , and suppose that the unit covectors dF(pNldF(Pi)1 converge to a unit 
covector A. Suppose A(t) =l= O. Then the sign of A(t) is equal to the sign s. 

Proposition. Suppose that ¢: (JR n, 0) --+ (JRn, 0) is a diffeomorphism. Then the 
point 0 is a nondepraved critical point of a smooth function F: (IRn, 0) --+ (JR, 0) 
if and only if the point ¢ -1 (0) is a nondepraved critical point of the function 
Fo¢. 

Proof We shall show, for example, that F nondepraved=>Fo¢ is nonde-
praved. Suppose qiEJRn is a sequence of points converging to 0, and that 

(a) the vectors mi = qJlqd, converge to a limiting vector m, 
(b) the planes ri=ker d(Fo¢)(qi) converge to a limit r, . 
(c) m is not contained in r. 
We will assume for simplicity (the other cases being entirely similar) that 

Fo¢(O)=O, and that for all i, Fo¢(qi»O. We must show that, for sufficiently 
large i, 

d(F ° <fJ)(qJ(m) > O. 

Let Pi=¢(qJ We may suppose that 
(a) the unit vectors ti = pJIPil converge to some limiting unit vector t, 
(b) the unit covectors Ai=dF(Pi)/ldF(Pi)1 converge to some limiting covec

tor A. 
Since F is nondepraved, we have A(t»O. Thus, there is a neighborhood 

V of A in the n -1 sphere of unit co vectors, and a neighborhood U of t in 
the n - 1 sphere of unit vectors so that 

VE V and UE U =>v(u»O. 

We can find an integer I so large that 

Since ¢ is smooth, the map ljJ: JRn --+ sn-1 given by 
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I/J(q) = d ¢(q)(m)/Id ¢ (q)(m) I 

is continuous and takes the origin to 1. Find a neighborhood W of the origin 
so that I/J(W)c U. Choose J so large that 

Thus, ifi;:::max(l, J), we have 

as desired. 0 

d¢(q;)(m) 
l/J(qi)=ld¢(q;)(m)1 EU 

~ dF(¢ (qi)) d¢(q;)(m) >0 
IdF(¢(qi))1 Id¢(qi)(m)1 

~dF(¢(qi))(d ¢(qi))(m) > 0 
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3.0. Introduction 

In this chapter the main objects of interest: local Morse data, normal Morse 
data, and tangential Morse data will be defined. The main theorems are stated 
in Sects. 3.7, 3.8, and 3.9. 

Classical Morse theory studies the relation between the critical points of 
a Morse function and the topology of Z. Specifically, if Z $C denotes the set 
of all points in x where the value of f is :::; c, then as c varies, the topology 
of Z $C remains constant unless c passes a critical value, in which case the change 
in the topology is determined by the local behavior of f near the corresponding 
critical point. Exactly the same statement is true in our context. We want to 
study this change in the topology of Z $C as c passes the critical value v of 
a critical point p. We measure it by a pair of spaces (A, B) which we call local 
Morse data for f at p. The definition of local Morse data is as follows: Let 
B6 be the intersection of Z with a small round ball in M centered at p. Then 
for small enough e > 0, 

A is Z n B6 nf- 1 [v-e, v+e] and B is Z n B6 nf- 1 (v-e). 

(The topological type of the pair (A, B) is independent of the choices of the 
ball and of e.) 

Theorem 3.5.4. If v is the only critical value between v-e and v+e, then 
Z<v+e is obtained as a topological space from Z<v-e by attaching the space - -
A along the space B. 

For example, if Z has only one stratum (the classical case) then local Morse 
data is just 

where A denotes the Morse index and Dk is the k-dimensional disk. 

The goal then becomes to study the local Morse data (A, B) at p. In order 
to do this, we define two auxiliary concepts pertaining to the critical point 
at p. The first, tangential Morse data, is just local Morse data for the restriction 
of f to the stratum S containing p. The second, normal Morse data, is local 
Morse data for the restriction of f to the intersection of Z with a smooth 
transversal slice to S at p. Tangential Morse data and normal Morse data are 
pairs of topological spaces that are independent of the choices involved in their 
definition. Together, they determine the local Morse data, and hence the change 
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in the topology of Z s;c as c passes the critical value v, by the following result 
whose proof occupies the bulk of the first part of this book: 

The Main Theorem (see Sect. 3.7). As pairs of topological spaces, the local 
Morse data is the product of the tangential Morse data with the normal Morse 
data. 

The relevance of theory just sketched to singular analytic varieties is clear, 
since they can be Whitney stratified. The relevance to noncom pact varieties 
X is the following: Even if X is nonsingular, if the Morse function is not proper, 
then the topology of X s;c can have anomalous changes as c varies, even though 
c does not pass a critical value. To remedy this, we suppose that X embeds 
as a union of strata in a larger analytic variety Z on which f is proper. (This 
can often be done. For example, if X is algebraic, it embeds as a union of 
strata in a compact variety.) Now we will have new critical values, arising from 
critical points on strata "off the edge" of X (in Z - X) which account for the 
anomalous changes in the topology of X S;c' We will be able to analyze the 
effect of these new critical points on the topology of X by observing that the 
two theorems stated above respect the decomposition of Z by strata (see Chap. 
10). 

Another generalization of classical Morse theory that interests us is the 
relative case: we suppose that we have a map n of X to Z; we wish to study 
the topology of X by proper Morse functions f defined on Z. It tumes out 
that this can be done if n is a stratified map. If we define X s;c to be the set 
of points in X where the composition f n is ~ c, then it is still true that the 
topological type of X s;c changes only when c passes a critical value for f The 
change in the topology occuring at the critical values can be analyzed through 
results analogous to the two theorems stated above (see Chaps. 9 and 11). 

Notational Definition. Suppose that Be A and We W' are topological spaces 
and that there exists an attaching map h: B ~ W such that the identity 
map W --+ Wextends to a homeomorphism 

W'~WuhA. 

Then we shall say that W' was obtained from W by attaching the pair (A, B) 
and we will write 

W' = Wu (A, B). 

We will supress the particular map h, although in all our applications h will 
be an embedding and B will be a closed subset. 

3.1. The Setup 

Throughout this chapter, we will assume that Z is a Whitney stratified subset 
of a smooth manifold M, and that the strata of Z are indexed by some partially 
ordered set !/. Let f: M --+ JR. be a proper smooth function and suppose that 
pE Z is a nondepraved (Sect. 2.3) critical point of the restriction f I Z: Z --+ JR.. 
(For example, f might be a Morse function.) We shall use X to denote the 
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stratum of Z which contains the critical point p, v = f(P) to denote the critical 
value, and Z <a to denote the space Z nf- 1 (- 00, a]. Similarly, we shall denote 
the set Zn/- 1 [a,b] by Z[a,bj' These spaces are canonically Y-decomposed 
(Sect. 1.1) by their intersection with the strata of Z. 

3.2. Regular Values 

In this section we will assume f: Z --+ IR is a proper function. 

Proposition. Suppose the interval [a, b] contains no critical values of f I z. 
Then Z,,;a is homeomorphic to Z";b by a homeomorphism which preserves the 
Y-decompositions. 

Proof The proof will appear in Chap. 7. 

3.3. Morse Data 

Fix e>O so that the interval [v-e, v+e] contains no critical values of f I Z 
other than v=f(p). 

Definition. A pair (A, B) of Y-decomposed spaces is Morse data for f at 
the point p if there is an embedding h: B--+Z,,;v-e such that Z,;v+e is homeo
morphic to the space Z,,;v-euBA (which is obtained from Z,,;v-e by attaching 
A along B using the attaching map h) and the homeomorphism preserves the 
Y--decompositions (see Sect. 1.1). A pair (A', B') is homotopy Morse data if it 
is homotopy equivalent to some choice (A, B) of Morse data. 

Remarks. If (A', B') is homotopy Morse data for f at p, then the space 
Z ,,;v+e is homotopy equivalent to the space Z :5v-e U (A', B') for some choice 
of attaching map. 

Morse data is not a well-defined topological type. However, the homotopy 
type of the quotient AlB is well-defined and is the Conley Morse index (see 
[Co ]). If (A, B) is Morse data for f at p for some choice of e> 0, then it is 
Morse data for f at p, for any other e' < e (see Proposition 3.2). 

Morse data satisfies the following excision property: 

Lemma. If (A, B) is Morse data for f at p and if C is a subset of B such 
that C c: interior (B), then (A - C, B - C) is Morse data for f at p. 

Proof The space ZuBA has a basis for the topology, which consists of 
open sets U such that either Un C = ¢ or U c: B. D 

3.4. Coarse Morse Data 

Suppose f: Z --+ IR is proper and the critical value v = f(p) is isolated. 

Definition. The coarse Morse data for f at p is the pair of Y-decomposed 
spaces 

(A, B)=(Z nf- 1 [v-e, v+e], Z nf-1(v-e)) 
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where 8>0 is any number such that the interval [V-8, V+8] contains no critical 
values other than v = f(p). The coarse Morse data has a canonical Y-decomposi
tion which is given by its intersection with the strata of Z. 

Remark. The homeomorphism type of the coarse Morse data is independent 
of the choice of c:, (see the proof in Sect. 7 of Proposition 3.2) and the homeo
morphisms may be chosen to preserve the Y-decomposition. The coarse Morse 
data is Morse data. 

The following pair of spaces illustrates the coarse Morse data for the critical 
point p~ of the example in Sect. 1.2 of the introduction: 

Coarse Morse data for P3 

3.5. Local Morse Data 

Suppose the point PEZ is a nondepraved critical point of the proper function 
f: Z ~ JR. Choose a (smooth) Riemannian metric on M and let Br (p) denote 
the closed disk of radius (y in M, which is centered at p. For (y sufficiently 
small, the Whitney conditions imply that the sphere i3Br (p) is transverse to 
each stratum of Z. Thus the transverse intersection 

is canonically Whitney stratified, and its "boundary" 

is a closed union of strata in Bli . 

3.5.1. Lemma. There exists (yo> 0 such that for any 0 < (y::; (yo we have: 

(a) i3Br (p) is transverse to all the strata in Z and 
(b) none of the critical points of f I Bli have critical value v, except for the 

critical point p, i.e., for any stratum S c Btl and for any critical point q of f I S, 
we have f(q)=t=v unless q=p. 

Remark. Part (b) of this lemma is not completely obvious because Btl contains 
(new) strata of the form S = X n a Br (p), where X is a stratum of Z. Even if 
f I X has no critical points, it is possible that f I S has critical points. 

Proof The proof will appear in Sect. 6.2. 

3.5.2. Definition. Choose (y > 0 as in the above lemma. The local Morse data 
for f at p is the coarse Morse data for f I Bli at p, i.e., it is the pair 

(Btlnf- 1 [V-8, v+e], Bli nf- 1 (v-8)) 
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where a>O is so small that the interval [v-a, v+a] contains no critical points 
of f I B~ other than v. The local Morse data is Y'-decomposed by its intersection 
with the strata of Z. 

Example. Consider the critical point p~ of the space ~ described in the 
introduction (Sect. 1.2). The local Morse data is the pair of spaces which is 
illustrated in the following diagram: 

Local Morse data for P3 

3.5.3. Proposition. Suppose the function f: Z -+ 1R has a nondepraved critical 
point at pEZ. Then the local Morse data for f at p is well defined, i.e., independent 
(up to Y'-decomposed homeomorphism of pairs) of the choice of the Riemannian 
metric and the choice of b and a provided these are chosen in accordance with 
the procedure of Sects. 3.4 and 3.5.1. 

3.5.4. Theorem. If v= f(p) is an isolated critical value, then the local Morse 
data for f at p is Morse data. 

Proof The proofs will be delayed until Sects. 7.4 and 7.6. 

Remark. It follows from the Morse-Bott-Thom-Smale theory of non degener
ate critical point analysis, that local Morse data at a critical point pEM of 
a smooth Morse function f: M -+ 1R is diffeomorphic to the pair 

(DS - A x DA, DS - A x aDA) 

where Dk denotes the closed k-dimensional disk, aDk is its boundary, A. is the 
Morse index of f I M at the point p, and s is the dimension of M. It is shown 
[Mil] that this pair is homotopy equivalent to the local Morse data for M 
at p (considering M to be stratified with a single stratum). In Sect. 4.5 we 
will show that local Morse data is homeomorphic to the above pair, using 
the powerful technique of moving the wall. 

3.6. Tangential and Normal Morse Data 

Let Z be a Whitney stratified subset of some smooth manifold M and let 
f: Z -+ 1R be a proper function with a nondepraved critical point p. Let X denote 
the stratum of Z which contains the critical point p. Let N be a normal slice 
at p (see Sect. 1.4), i.e., N = Z n N' n 13': (p), where b > 0 is so small that 
aB':(p)m(ZnN') and where N' is a submanifold of M which is transverse to 
Z and intersects the stratum X in the single point p, and satisfies dim (X) 
+ dim (N') = dim (M). 
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3.6.1. Definition. The tangential Morse data for j at p is the local Morse 
data for j I X at p. The normal Morse data for j at p is the local Morse data 
for j IN at p. 

The tangential Morse data is trivially 9"-decomposed. The normal Morse 
data is 9"-decomposed by its intersection with the strata of Z. 

3.6.2. Proposition. The 9"-decomposed homeomorphism type oj the tangential 
and normal Morse data are well dejined (i.e., independent oj the choices which 
were made in their construction). 

Proof The proof will appear in Sects. 7.4 and 7.5. 

Remarks. By [Mil] the tangential Morse data is homotopy equivalent to 
the pair 

where A is the Morse index of the restriction of j to the stratum which contains 
the critical point, and where s is the dimension of that stratum. We will show 
in Sect. 4.5 that the tangential Morse data is homeomorphic to this pair. 

The normal Morse data is thus constructed as follows: choose 60 > 0 so 
that for all 6 ~ 60 , 8B~ (p) is transverse to each stratum of N, and none of 
the critical points of j INn B~ (p) have critical value v (except for the critical 
point p). Then choose so>O so that j I N nBij(p) has no critical values (other 
than v) in the interval [v-so, v+sol Fix O<s~so. The normal Morse data 
is the pair 

(Jp, Kp)=(N n B~(p)nj-l [v-s, v+s], N n B~ (p)nj-l (v-s)). 

The 9"-decompositions of the tangential (resp. normal) Morse data are refined 
by canonical Whitney stratifications of the tangential (resp. normal) Morse data, 
which are given by strata of the form 

X nBJ(p)nj-l(v-s, v+s) 

X nBJ(p)nj-l(v±s) 

X n 8Bij(p) nj-l (v-s, v+s) 

X n 8Bij(p)nj-l (v±s) 

(resp. AnN' n BJ(p)nj-l (v-s, v+s)) 

(resp. AnN' n BJ(p) nj-l (v±f,)) 

(resp. AnN' n8Bij(p)nj-l(v-f" v+f,)) 

(resp. AnN' n8Bij(p)nj-l(v±f,)) 

where BJ(p) denotes the interior of the ball B~(p), and A denotes a stratum 
of Z. The tangential, local, and coarse Morse data are Whitney stratified in 
a similar manner. 

3.7. The Main Theorem 

For a fixed stratification of Z and a fixed function j with a nondepraved critical 
point p E Z, there is a 9"-decomposition preserving homeomorphism of pairs: 

Local Morse data~(Tangential Morse data) x (Normal Morse data). 

In other words, if (P, Q) denotes the tangential Morse data and if (J, K) denotes 
the normal Morse data, then the local Morse data is the pair (P x J, P x K u 
Q xJ). 
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Proof The proof will appear in Chapter 8. 

Remark. Although both sides of this homeomorphism have canonical Whit
ney stratifications, the homeomorphism cannot be chosen so as to be stratum 
preserving, due to the extra strata in the tangential and normal Morse data 
which appear as "corners". 

Remark. Similar results in the nonsingular case were obtained in [Ki1], 
[Ki2]. 

3.8. Normal Morse Data and the Normal Slice 

Theorem. The total space oj the normal Morse data is homeomorphic (by an 
Y-decomposition preserving homeomorphism) to the normal slice. 

Proof The proof will appear in Sect. 7.8. 

3.9. Halflinks 

The halflink is a real version of the" complex link" (which is a pair of spaces 
defined for any complex analytic variety [GM1], [GM3]). Like the complex 
link, it is a stratified space which is naturally associated to any Morse function, 
and it almost determines the link of the stratum X: In the complex case it 
is also necessary to know the monodromy; in the real case it is also necessary 
to know the lower halflink. 

As above, let Z be a Whitney stratified subset of a manifold M, let j be 
a function with a nondepraved critical point PEZ and let X be the stratum 
of Z which contains p. Choose £ ~ b ~ 1 according to the procedure outlined 
in Sect. 3.5. Let N = N' n Z n B~ (p) be a normal slice through the stratum X 
at the point p (see Sect. 1.4). 

3.9.1. Definition. The upper halj1ink of Z at the point p (with respect to 
the function f) is the pair of spaces 

(r, ar)=(N n B~ (p) nj-I (v+£), N n aB~ (p)nj-I (v+£)) 

and the lower halflink of Z is the pair of spaces 

(t-, ar)=(N n B~(p)nj-l(v-£), N n aB~ (p)nj-l(v-£)). 

These spaces are canonically Y-decomposed by their intersection with the strata 
of Z, and they are canonically Whitney stratified (by the same procedure as 
was used to stratify the normal Morse data in Sect. 3.6). 

3.9.2. Proposition. The upper and lower halj1ink are well defined, i.e., indepen
dent (up to Y-decomposition preserving homeomorphism oj pairs) oj the choices 
oj normal slice, Riemannian metric and choice oj £ and b which were made in 
their definition. 

Proof The proof will appear in Sect. 7.5. 
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Remark. The lower halflink for Z at p corresponding to a function f is 
precisely the upper halflink of Z at p which corresponds to the function - f 

3.9.3. Theorem. If Z is a complex analytic variety, then the ha1j7ink is indepen
dent of the Morse function. If Z is a real analytic variety, then there are finitely 
many possibilities (up to stratum preserving homeomorphism) for the ha1j7ink at 
the point p. 

Proof The proof will appear in Corollary 7.5.3 and 7.5.4. 

3.10. The Link and the Halflink 

Theorem. There is a Y'-decomposition preserving homeomorphism between ot+ 
and or. The union t+ uatt- is homeomorphic (by an Y'-decomposition pre
serving homeomorphism) to the link of the stratum X which contains the critical 
point p. 

Proof The proof will appear in Sect. 7.7. 

Remark. These homeomorphisms cannot be taken to be taken to be stratum 
preserving due to the" corners" in the stratification of the halflink. 

3.11. Normal Morse Data and the Halflink 

3.11.1. Theorem. The normal Morse data for f at p is homeomorphic (by an 
Y'-decomposition preserving homeomorphism) to the pair of spaces (cone 
(t+ U at t -), r), where the Y'-decomposition of the cone is given as follows: the 
cone point is one piece (corresponding to the stratum X of Z) and the other 
pieces are of the form A x (0, 1] where A is a piece of the Y'-decomposition of 
t+ Uatt-. 

Proof The proof will appear in Sect. 7.9. 

3.11.2. Corollary. The normal Morse data for f at p has the homotopy type 
of the pair 

Proof The proof follows directly from this result in homotopy theory (with 
A=t+ and B=r): 

3.11.3. Sublemma. Suppose (A, oA) and (B, oB) are compact pairs of topologi
cal spaces. Suppose 0 A has a collared neighborhood U ~ 0 A x [0, 1] in A, and 
suppose there is a homeomorphism h: 0 A --> 0 B. Then there is a deformation retrac
tion from the pair (cone (A U aA B), B) to the pair (cone (B), B). Furthermore, if Y' 
is a partially ordered set and if A and Bare Y'-decomposed spaces such that 
the collaring U ~ 0 A x [0, 1] is an Y'-decomposition preserving homeomorphism, 
then we obtain natural Y'-decompositions of cone (A U OA B) and cone (B), and the 
above deformation retractions may be chosen so as to preserve the Y'-decomposi
tions. 
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Notation. A point in cone (A u B) will be denoted as a pair (x, r), where 
xEAuB, and rE[O, 1] denotes the "distance" from the cone point. Points x 
in the collared neighborhood U will be denoted as pairs (y, s), where SE[O, 1] 
denotes the "distance" from the boundary cA, i.e., the points (y,O) lie in cA. 
We will use the variable tE[O, 1] to denote the "time" parameter in the homo
topy. 

Proof of sub lemma. In fact, we will find a deformation retraction 

H: (cone (A uoB, B) x [0, 1] ~(cone(B), B) 

which is the identity on cone (B) x [0,1], is the identity at t= 1, and collapses 
the first space to the second space when t = 0, and which preserves the :7-
decompositions. If x E cone (B), define H (x, r, t) = (x, r). If x E cone (A - U) define 
H(x, r, t)=(x, rt). If (x, r, t)=(y, s, r, t)Econe(U), define H as follows: 

s=1: H(y,s, r, t)=(y,s, tr) 

r ( (1- t) r(1- s) ) 
2~s~1: H(y,s,r,t)= y,s- 2-r ,tr 

r 
0~s~2: H(y, s, r, t)=(y, ts, r-2s(1-t)) 

s=O: H(y, s, r, t)=(y, s, r). 

This deformation is illustrated in the following diagram: 

u .. : , , 
A . 1 . B 

of the space cone (A u B). The cone on B is the dark shaded region, and the 
collared neighborhood U of cA is indicated. D 

3.12. Summary of Homotopy Consequences 

(See also Sects. 10.8 and 11.8 for generalizations to nonproper and relative 
Morse functions.) Suppose Z is a Whitney stratified space, f: Z ~ lR is a proper 
Morse function, and [a, b] clR is an interval which contains no critical values 
except for a single isolated critical value vE(a, b) which corresponds to a critical 
point p which lies in some stratum S of Z. Let A be the Morse index of f I S 
at the point p. 
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Theorem. The space Z:->b has the homotopy type of a space which is obtained 
from Z <a by attaching the pair (Sect. 3.0) 

(DA, aDA) x (cone (r), r). 

Proof By 3.5.4, the local Morse data is Morse data. By Sect. 3.7, this is 
a product of normal and tangential Morse data. By remark 3.5.4, the tangential 
Morse data has the homotopy type of the pair (DA, aDA). By 3.11.2, the normal 
Morse data has the homotopy type of the pair (cone (r), r). 0 

3.13. Counterexample 

The following example illustrates that the delicate estimates made in Chapter 6 
have nontrivial content: local Morse data =l= normal Morse data x tangential 
Morse data for arbitrary analytic functions. 

Stratify Z = 1R 2 with a singular stratum S = the x-axis. Consider the function 
f(x, y)= x2 - y2. This has a nondegenerate (in the classical sense) critical point 
at the origin and the restriction f I S has a nondegenerate critical point at the 
origin. However, the normal Morse data at (0, 0) is not well-defined, and this 
may be attributed to the fact that df(O, 0) kills a limiting tangent plane from 
the large stratum. 

Even if we make the assumption that the normal and tangential Morse 
data should be well-defined, it may still fail that the local Morse data is the 
product of the two: Let Z = 1R 2 , stratified with one singular one-dimensional 
stratum, 

Let N be the normal slice through S at the origin, 

N = {(x, Y)E1R2 I x = O}. 

Define f: Z -41R by f(x, y)=y2_X6 • This has a singular point at the origin. 
The following facts are easy to verify: 

(1) f is a real algebraic function. 
(2) f I S has a nondepraved critical point (a minimum) at the origin; the 

tangential Morse data is the pair (Dl, ¢). 
(3) fiN has a minimum at the origin; the normal Morse data is (Dl, ¢) 

and is independent of the choice of the normal slice N. 
(4) The origin is a saddle point of f, i.e., the local Morse data is (Dl x Dl, 

aD 1 x Dl). 

Thus, the local Morse data is not equal to the product of the normal and 
tangential Morse data. This failure can be attributed to the fact that df(O) 
kills a limiting tangent plane from the large stratum. 



Chapter 4. Moving the Wall 

4.1. Introduction 

This chapter and the next contain the main technical tools which will be used 
in Part L Moving the wall is a rigorous but intuitive technique for verifying 
the hypotheses and expressing the conclusions of Thorn's first isotopy lemma, 
which is particularly useful when the isotopy lemma is applied to a complicated 
geometric situation. The power of this method even in the nonsingular case 
is illustrated in Sect. 4.5, where we reprove the classical result in Morse theory: 
crossing a nondegenerate critical point corresponds to attaching a handle. 

Many of the (pieces of) spaces which are considered in this book are con
structed by projecting some Whitney stratified subset Z of some smooth mani
fold M to some auxiliary manifold N (by a proper smooth map g: M ----> N) 
and then taking the counter-image Z n g - 1 (Yo) in Z of some Whitney stratified 
region Yo c N. 

u u 
Z Yo 

(For example, local Morse data at a point PEZ is the preimage of a box 

Yo= {(r, f)EIR21 Osrsb; v-es! sv+e} 

in the two-dimensional space whose coordinates are! and the distance r from 
the point p.) It often happens that the restriction g I Z: Z ----> N is not a submersion 
on each stratum of Z, but that we nevertheless need a criterion which guarantees 
that Z n g - 1 (Yo) is homeomorphic to Z n g - 1 (Y1), where Yo and Y1 are connected 
by some one-parameter family of regions Yr. (By this, we mean that there is 
a Whitney stratified space Y c IR x N such that the projection to the first factor, 
n: Y ----> IR is a submersion on each stratum and such that Yo = n - 1 (0) and Y1 

=n-1(1)). 
Such a criterion is the following: for each t E [0, 1] the characteristic covectors 

of the map g must be nonzero on each stratum of Yr. (Recall from Sect. 1.9 
that a covector ~ E Yq* N is characteristic for g I Z if there is a point Z E Z such 
that g(z)=q and such that the preimage g*(~) vanishes on the tangent space 
7;, S to the stratum S which contains the point z.) 

Thus, the family Yr is restricted not by the characteristic points of the map g, 
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but by the characteristic covectors. This allows us to vary Yo in a family which 
may pass through singular values of the map g. 

Although this criterion is simply a restatement of Thom's first isotopy lemma 
(the deformation Y; gives rise to a controlled vectorfield on Z), the point of 
presenting our proofs in this language is that arguments involving complicated 
geometry in Z and difficult estimates on the components of controlled vector
fields are replaced by the simpler geometry of strata in the wall space and 
the calculation of the characteristic covectors of the map g. 

Remarks. In most of our applications, N will be a Euclidean space IRn of 
low dimension (n::=;4) and Y; will be homeomorphic to a closed ball whose 
boundary ("the wall") is stratified in particular ways. For example the local 
Morse data 

(B,j(p)nZ nl- 1 [v-e, v+e], B,j(p)nZ nl- 1 (v-e)) 

has "boundary strata" at the edge iJB,j(P) of the ball and also where/(z)=v±e, 
so it has a codimension two "corner stratum" where these intersect. These 
boundary and corner strata arise from boundaries and corners of a region in 
the wall space. The wall space defining tangential Morse data and the wall 
space defining normal Morse data are each two-dimensional, giving rise to codi
mension two corners in each. The product of tangential Morse data and normal 
Morse data, therefore, has codimension four corners and it is defined by a 
four-dimensional wall space. To prove the main theorem, we must move the 
wall in this four-dimensional wall space, avoiding characteristic co vectors at 
odd angles. This accounts for the extraordinary complexity of the proof of the 
main theorem (see Chapters 6 and 8). 

4.2. Example 

Let P be the parabola in IR 2 given by x = y2, and let I: P ~ IR denote the 
projection to the x axis. Let Y; be the closed interval [t, t+ 1]. Then, the charac
teristic covectors of 1 are the elements of To* IR. The topological type of 1 - 1 (Y;) 
changes only at t= 1 and t=O, i.e., when these covectors vanish on the strata 
at the endpoints of the interval [t, t + 1]. 

c c c 
Characteristic covectors are an obstruction to moving the wall 

4.3. Moving the Wall: Version 1 

Let I: M ~ N be a smooth map between two manifolds. Let Z c: M be a Whitney 
stratified subset whose strata are indexed by some partially ordered set!/. Sup
pose 1 I Z: Z ~ N is proper. Let Y c: N x IR be a (closed) Whitney stratified subset 
such that the projection to the second factor, 1t: Y ~ IR is a proper stratified 
submersion. Suppose that for each tEIR and for each pE/(Z)n y;, and for each 
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nonzero characteristic covector AE T/ N of the map f I Z: Z -> N, the restriction 
of A to the subspar (' 

TpSt=(ker(dn(p)))n ~S 

is nonzero, where S is the stratum of Y which contains the point (p, t) and 
St=n- 1 (t)nS is the stratum of Yr=n-l(t)n Ywhich contains the point p. This 
is equivalent to the statement that, for each tElR, the restrictionf I Z is transverse 
to Yr. 

Thus, for each tElR, Znf-1(Yr) is Y-decomposed by its intersection with 
the strata of Z. This Y-decomposition is refined by the canonical Whitney strati
fication of Znf-1(Yr), which consists of strata of the form Anf- 1 (B), where 
A is a stratum of Z and B is a stratum of Yr. 

Theorem. There is a homeomorphism 

Z nf-l(yo);:;::Z nf-1(y1) 

which preserves the Y-decomposition of both sides, preserves the Whitney stratifica
tion of both sides, and is smooth on each stratum. 

Proof Consider the composition 

MxlR -NxlR -lR 
f x I 1t 

u u 
ZxlR Y 

where I denotes the identity map. It is easy to see that Z x lR is transverse 
to (f x I) - 1 (Y) and that the composition 

no(f x I): Z x lRn(f x I)-I (Y)->lR 

is a stratified submersion (unless Y nf(Z)=4>, in which case the theorem is 
trivial). Thus, the first isotopy lemma (Sect. 1.5) can be applied to this projec
tion. 0 

4.4. Moving the Wall: Version 2 

Suppose Z is a Whitney stratified subset of M x lR such that the projection 
p: Z -> lR to the second factor is a proper stratified submersion. Let Y denote 
a partially ordered set which indexes the strata of Z. Let F: M x lR -> N x lR 
be a one-parameter family of smooth functions, F(x, t) = (fr(x), t). Let YeN x lR 
be a Whitney stratified subset and let We Y be a closed union of strata. Assume 
that the projections to the second factor n: (Y, W) -> lR are proper stratified 
submersions, and let (Yr, Wr)=n- 1 (t)n(Y, W). Suppose that for each tElR and 
for each PE!t(Zt) n Yr and for each nonzero characteristic co vector AE T/ N of 
the map!t: Zt -> N, the restriction of A to the subspace 

TpSt=(ker dn(p))n ~S 

is nonzero, where S is the stratum of Y which contains the point (p, t) and 
St=n- 1 (t)nS is the stratum of Yr=n-1(t)nS which contains the point p. This 
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is equivalent to the statement that for each t E IR the restriction fr I Zt: Zt -4 N 
is transverse to each stratum of 1';. 

In this case, the intersections Ztnfr-I(1';) and Ztnfr-I(J.t;) are canonically 
Y-decomposed by their inclusion in Z, and they are canonically Whitney strati
fied by a stratification which refines the Y-decomposition, whose strata are 
of the form At nit -I (Bt) where At is a stratum of Zt and Bt is a stratum of 1';. 

Theorem. There is a homeomorphism of pairs, 

Zo nfo-I(yo, WO)~ZI nfl-I(YI, ~) 

which preserves the Y-decomposition of each side, and preserves the canonical 
lIVhitney stratifications of each side, and is smooth on each stratum. 

Proof The proof is exactly is exactly the same as above: Z n F - 1 (Y, W) 
is a Whitney stratified space such that the projection 

p:ZnF- 1 (Y, W)-4IR 

is a proper stratified submersion. Thus, p -I (0) and p - 1 (1) are homeomorphic 
(by Thorn's first isotopy lemma Sect. 1.5). D 

4.5. Tangential Morse Data is a Product of Cells 

To illustrate the power of the technique of moving the wall, we will now prove 
the (homeomorphism version of the) following classical result: 

Proposition. Suppose f: M -4 IR is a smooth function defined on an s-dimension
al manifold M, and let p E M be a nondegenerate critical point of f with Morse 
index A.. Then, local Morse data (which equals the tangential Morse data) for 
f at p is homeomorphic to the pair 

(DA x DS-A, aDA x DS- A) 

where DA denotes the disk of dimension A. and aDA denotes its boundary sphere. 

Remark. Our method gives the homeomorphism type of the local Morse 
data. It is a deeper result, due to Smale, that in fact the above pair is the 
diffeomorphism type of the local Morse data. See [Mil] for a careful proof 
that the above pair has the homotopy type of the local Morse data. 

Proof By the Morse lemma, there exists a coordinate system (x I, ... , X A' 

Yl, ... , YS-A) on M, centered at the point p, such that locally the Morse function 
is given by 

A 

f(x,y)=- L xf+ L yr· 
i=l i=S-A 

The locally defined functions 
A 

F1(x,Y)=LXf and F2 (x,Y)=LYf 
i=l i=S-A 

define a map F = (F1, F2 ): M -4 IR 2 which has no characteristic covectors (Sect. 
1.8) except the origin, and every covector at the origin is characteristic. Since 
the local Morse data is independent of the Riemannian metric involved in its 



74 Part I. Morse Theory of Whitney Stratified Spaces 

definition (Sect. 3.6.2), we may take the distance from the point p to be given 
by 

rZ (x, y) = Fl (x, y) + F2 (x, y). 

With these choices, the local Morse data is (by definition) the preimage under 
the map F of the pair (R, E) where R is the region 

R = {(FI , Fz) EH~.21 Fl + Fz :s;; 15 and - s :s;; F2 - Fl :s;; s} 

(with s ~ 15) and E is the lower edge of the region R, 

E = {(Fl' Fz)E1RZ I Fl +Fz:s;;J and F2 -FI = -s}. 

These regions are illustrated in the following diagram of (FI , F2)-space: 

F2 

-?~-+--~---------~ 

Local Morse data in the wall space 

We will show by moving the wall that the pair (F - 1 (R), F - 1 (E)) is homeomor
phic to the pair (F-I (R'), F- I (E')) where 

R' = {(F\> F2) I Fl :s;; '1 and F2 :S;; v} 

E' = {(Fl , F2) I Fl = '1 and F2 :S;; v} 

where '1 =(15 + s)/2 and v=(J-s)/2. The regions are illustrated in the following 
diagram of (Fl, F2)-space, with E' given by the right hand side of the box. For 
technical reasons (see below) we introduce an auxiliary stratum in R' consisting 
of the single point (v, v). 

F2 

(v, v) (fl, v) 

R' E' 

----+----------+---F, 

Diagram of (R', E') 
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Notice that the pair (F-1(R'), F- 1(E')) is precisely 

([D; x lR.s-AJ n [IRA x D~-AJ, [aD; x lR:-AJ n [IRA x D~-AJ) 

which equals (DA x DS - A aDA x DS - A) 
'1 v' 1J v 

where D; denotes the closed ball of radius 1] in the space IRA. 
The required deformation by moving the wall is a triviality to find because 

the function F has no characteristic covectors except at the origin (or when 
s = 1, in which case the result is trivial). We will use Sect. 4.3 (Moving the 
wall, Version 1) with f: M -+N of Sect. 4.3 replaced by F=(F1' F2): M -+1R2, 
and with Z = M. Since we are dealing with pairs of spaces (R, E) and (R', E') 
we will need a pair of one-parameter families of spaces (Ro Et) which interpolate 
between them. (These are called Y in the statement of Theorem 4.3). It is most 
convenient to construct this deformation in two steps: 

Step 1: Rt varies between Ro = Rand 

R1 = {(F1' F2)E1R2 I F1 + F2::; b, F2::; 1], F1::; v}. 

The space Et varies between Eo = E and 

E1 = E' = {(F1' F2 )E1R2 I F1 =1], F2::; v}. 

Moving the wall 

Step 2. The space Rt varies between R1 above and R'. The space Et =E1 =E' 
does not vary. 

E' 

---+-----t--F1 

Moving the wall 
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Remark. During the deformation in Step 2, the boundary of the region Rt 

contains a zero-dimensional stratum at the "kink" in the top of the box. These 
form a one-dimensional stratum in the family 

y= U (R t x {t})cIR2 x lR. 

In order to satisfy the hypothesis (Sect. 4.3) that the projection Y ~ IR is a 
submersion on each stratum of Y, we must prolong this one-dimensional stratum 
throughout the deformation. This gives rise to the zero-dimensional stratum 
in R' which is indicated in the above figure of R'. 



Chapter 5. Fringed Sets 

The definition of local Morse data involves certain choices of allowable parame
ters 8 and b. The set of all such allowable 8 and b form a region in the (8, b) 
plane of a certain shape, which we call" fringed, of type 0 < 8 ~ b". In this chapter 
we study fringed sets: these are open subsets of the first quadrant in lR 2 whose 
closure contains a segment of the x-axis ending at the origin, and which are 
unions of vertical segments. Fringed sets of this type will appear throughout 
the technical discussions in Part I. 

We shall use the symbollR + to denote the positive real numbers. 

5.1. Definition 

A set A = {(x, y)} c lR x lR + is fringed over a subset S c lR provided: 

(1) The projection n(A) of A to the first factor is equal to S 
(2) A is open in S x lR + 

(3) If(s, Y)EA and ifO<y'::::::y then (s, y')EA. 
A set A c lR + x lR + is of type 0 < y ~ x if it is fringed over some interval 

S=(O, x o). 
The intersection of finitely many sets of type 0 < y ~ x is again a set of type 

0< y ~ x. An arbitrary union of such sets is again such a set. 

y 

A fringed set 

5.2. Connectivity of Fringed Sets 

Lemma. Suppose A clR x lR + is fringed over some closed interval S = [a, 13] clR. 
Then there exists a number YElR + such that the line segment [a, 13] x {y} is con
tained in A. 
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Proof Suppose not. Then there is a sequence of values Yi -+ 0 such that 
all line segments [oc, f3] x {yJ are not contained in A. Choose a sequence of 
points (oci , Yi) which are not in A, such that OCiE[OC, f3] converge to some OCoE[OC, f3] 
and so that Yi-+O. By property (1) there is some point (oco, Yo)EA, and since 
A is open there is a neighborhood U of OC o such that (u, Yo)E A for all UE U. 
It follows from property (3) that U x (0, Yo) c A. This contradicts the statement 
that for all i, (OCi' Yi) is not contained in A. D 

Proposition. Suppose A c IR + x IR + is a set of type 0 < y ~ x. Then A is con
nected in the following strong sense: For any two points (XI' YI), (xz, yz) in A 
there exists a number y':::;; min (y I, yz) such that the following three straight line 
segments are each contained in A: 

(1) (XI' YI) to (Xl> y') 
(2) (x I, y') to (Xz, y') 
(3) (xz, y') to (Xl, Yz). 

Proof The set A is fringed over the interval [XI' Xl], so the preceding lemma 
gives a value y' > 0 such that the line segment [x I, Xl] x {y'} cA. D 

y 

-'"'"'"-'"'"'"--x 

A path connecting two points in a fringed set 

Corollary. Any fringed set A is smoothly path connected. 

Proof The piecewise straight paths of the preceding proposition can be 
smoothed within A. D 

5.3. Characteristic Functions 

To each fringed set A we can associate a characteristic function f: S -+ IR + which 
is given by 

f(s)=sup {yl(s, Y)EA}. 

This function is lower semicontinuous (since A is open in S x IR +). 

Proposition. Let A be a set of type O<y~x and suppose (xo, Yo)EA. Then 
there exists a positive monotone increasing k-times continuously differentiable func
tion f: IR + -+ IR + such that 

{(x, y) I y <f(x) and x:::;;xo} cA 
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y 

A fringed set contains the graph of a smooth positive increasing function 

Proof Define 

fo(x)=sup{YEIR + I (x', Y)EA, for all X/E[X, xo]}. 

The argument of Sect. 5.2 shows that fo(x»O whenever x>O. Furthermore, 
fo is monotone increasing and satisfies 

{(x, Y)IO<x~xo and Y<fo(x)} cA. 

Now define inductively 
1 x 

h(x)=- J h-l(t)dt. 
Xo 0 

Each jj is positive, monotone increasing, j - 1 times continuously differentiable, 
and satisfies jj(x) ~jj-1 (x) whenever XE(O, xo]. Thus, the function f = fk+ 1 sat
isfies the requirements of the proposition. 0 

5.4. One Parameter Families of Fringed Sets 

An open subset Be IR + x IR + x [0, 1] is a one-parameter family of sets of type 
O<Y~x if, for each ZE[O, 1] the set 

Bz={(x, Y)EIR + x IR + I (x, y, z)EB} 

is a set of type 0< Y ~ x. 

Proposition. Suppose B is a one-parameter family of sets of type O<y~x. 
Then B is path connected in the following strong sense: for any two points 
(X1,Yt>Z1), and (xz,Yz,zz) in B, there are numbers x/~min(x1'xZ) and 
y' ~ min (Yl, Yz) such that the following five segments are contained in B: 

(1) (Xl' Yl, Z1) to (Xl' y', Z1) 
(2) (Xl' y', Z1) to (X', y', zd 
(3) (x', y', Z 1) to (X', y', zz) 
(4) (x', y', zz) to (xz, y', zz) 
(5) (xz, y', zz) to (xz, Yz, Zz)· 

Proof First choose x' as follows: Let nxz: B ~ IR + x [0, 1] denote the projec
tion to the X Z coordinate plane and let C = nxzCB) denote the image of B. Thus, 
C is an open subset of IR + x [0, 1] which contains the z-axis in its closure 
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and which is a union of lines of the form (t x, z) where 0 < t ~ 1. Thus the set 
C is fringed over the interval [0, 1]. By Lemma 5.2 there exists x' > 0 such 
that the line segment {x'} x [0, 1] is contained in C. Now consider the slice 

D=Bnn;/({x'} x [0,1]). 

This is an open subset of the flat 

{(x, Y, z)lx=x', y>O, ZE[O, I]} 

which contains the "z-axis", {(x', 0, Z)IZE[O, I]} in its closure, and which is 
fringed over [0, 1]. Thus, there exists a y' >0 such that the segment (x', y') x [0,1] 
is contained in D (and hence also in B). Finally, diminish Y' if necessary so 
as to guarantee that the segments from (x, y', Zl) to (x', y', Zl) and from (x', y', Z2) 
to (X2' y', Z2) are also contained in D. D 

5.5. Fringed Sets Parametrized by a Manifold 

Let M be a smooth n-dimensional manifold. We shall say that a subset BcM 
x lR + x lR + is a fringed set parametrized by M provided 

(a) B is open 
(b) for each point pEM the set 

Bp= {(x, Y)ElR + x lR + I (p, x, Y)EB} 

is a nonempty fringed set of type 0 < Y ~ x. 
We shall use the symbol n 1 : B --+ M to denote the projection to the first 

factor. 

Proposition. Suppose B is a fringed set parametrized by a manifold M. Then 
B has a smooth section, i.e., a smooth map s: M --+ B such that n1 0 s = identity. 

Proof Since B is open, for any compact set K 1 C M it is possible to find 
numbers (X1,Yt)ElR+xlR+ which form a section over Kb i.e., so that 
(p, Xl' Y1)EB for all pEKl . Now choose an exhaustive sequence of open sets 
U;cM, with compact closures K i , i.e., 

U1 c K 1 C U2 C K 2 C U3 •.. 

and find corresponding points (Xi' yJElR + x lR + which form a section over K i. 
By the method of Sect. 5.2, there is for each i a smooth curve (xi(t), Yi(t)) joining 
(xi,yJ (when t=O) to (x i+t , Yi+1) (when t=l) such that, for each tE[O, 1] the 
point (xi(t), Yi(t)) is a section of B over the set K i. Use these curves to join 
the sections together as follows: Choose a smooth function <Pi: Ki --+ [0,1] such 
that 

(1) (/Ji(x) =0 for all x in some neighborhood of K i - 1 

(2) <Pi I K i- U;= 1 

and define the section 

s(p) = (Xi (<pJp)), Yi(<Pi(P))) if pEK;-Ki- t · 

It is easy to check that this section is smooth and has the required properties. D 



Chapter 6. Absence of Characteristic Covectors: 
Lemmas for Moving the Wall 

This chapter contains the tools needed to prove the main theorems of Part I 
(Sects. 3.7, 3.10, 3.11). In order to carry out the "moving the wall" arguments 
which are needed in the proof of these theorems, it is necessary to know that 
there are no characteristic covectors which might impede the motion of the 
wall, i.e., that the wall is transverse to the strata of Z. In this chapter we prove 
that there are no such characteristic covectors. 

6.1. The Setup 

Throughout this chapter, Z will denote a Whitney stratified subset of some 
smooth manifold M, and f: M ~ IR will denote a smooth function which has 
an isolated nondegenerate (or nondepraved) critical point PEZ which lies in 
some stratum X of Z. Assume thatf(p}=O. We choose a tubular neighborhood 
Tx of X in M, and a tubular projection n: Tx ~ X with the property that for 
any stratum Y of Z, either Y n Tx = cp or else the restriction 

is a submersion. 
In this chapter we will fix a local coordinate system on M with coordinates 

{XI,X2' ... ,xm } which are defined in some neighborhood UcTx of the critical 
point p, so that the point p becomes the origin, the stratum X is given by 
X s +1 =0, X s +2=O, ... , xm=O, and so that the tubular projection n: U ~X is 
the linear projection 

where s = dim (X). We will use the Euclidean metric in this coordinate system 
and denote by r(z} the square of the distance between a point ZEM and the 
critical point p. We will denote by p(z} the square of the distance between 
z and n(z}. By Pythagorus, 

r(z} = rn(z} + p(z}. 

We denote by BiJ(p} the ball 

BiJ(p} = {zEM I r(z} S b} 



82 Part 1. Morse Theory of Whitney Stratified Spaces 

and we denote its boundary by 

So(p)=8Bo(p)= {zEM I r(z)=b}. 

We shall use (u, v) to denote coordinates in IR2. If AcIR+ xIR+ is a set 
of type ° < v ~ u, we denote by AD c IR x IR the closure of the set obtained by 
adding to A its reflection about the u axis: 

AD = {(u, v)EIR21 there exists a point (u, b)EA with Ivl:::;; b}. 

Recall that a co vector A=(U, v, adu+bdv)ET*IR2 is characteristic for the map 
(r,f): Z -+IR2 if there exists a point ZEZ such that (r(z),f(z))=(u, v) and 
(r,f)*(A)=adr(z)+bdf(z) vanishes on T" Y, the tangent space to the stratum 
which contains the point z (Sect. 1.8). 

6.2. Lemma. There exists a fringed set Ale IR + x IR + of type ° < v ~ u, such 
that the projection 

has no characteristic covectors in the region A~. Furthermore, there exists ro>O 
such that if A=(U, v, adu+bdv)ET*IR2 is a nonzero characteristic covector for 
the map (r, f): Z -+ IR 2 and if u:::;; ro then v =l= 0, a =l= 0, b =l= 0, and the slope - alb 
of ker A has the same sign as v. 

Remarks. This result implies Lemma 3.5.1 and more: it says that the kernels 
of the characteristic covectors in IR 2 form a set of tangent lines outside a set 
AD which looks like this: 

f 
/ 

/~ 

1/.//// ,/ 

/ / -- -::../ // / - /, .. " 
,..... /./ - ~, .. " A~ 

If f and r are real analytic functions, then this result is obvious because the 
map (f, r): Z -+ IR 2 may be stratified with analytic strata (i.e., with curves in 
IR 2) which contain the origin in their closures. The tangent vectors to these 
strata are the kernels of the characteristic covectors. 

Proof Step 1. First we show that the restriction (r, f) I Z: Z -+ IR 2 has no 
characteristic covectors in some fringed set A~. This will use the fact that f 
is nondepraved. The set of points (u, V)EIR2 which have nonzero characteristic 
covectors is closed. Thus, it suffices to show that there are no characteristic 
covectors over any point (U,0)EIR2 . Suppose this is false, i.e., that there is a 
sequence of points PiEZnf-1(0) converging to p such that df(p;} and dr(p;} 
are linearly dependent when restricted to the stratum Y of Z which contains 
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the point Pi. This means that f has a critical point on Y n 8Bb,(p) where (\ = r(pJ 
By restricting to a subsequence if necessary, we may assume the points Pi are 
all contained in the same stratum Y of Z, that the tangent planes Tp , Y converge 
to some plane Q, and that the secant lines ti = Pi P (in the fixed local coordinate 
system on M) converge to some limiting line t. By Whitney's condition B, 

Q = lim (EB Tp,(Y n 8Bb(P)). 
i- 00 

This limit is a perpendicular direct sum, but f(p) = f(Pi)=V, so df(p)(Q)=O. 
If Y > X, then this contradicts the assumption that df(p) is a nondegenerate 
co vector. We may therefore suppose that Y=X, so 

ker d(f I X)(Pi) = Tp,(X n8Bb(P))= Tp,(X nf-1(v)). 

These kernels converge to a codimension one subspace r of Q = I; X, which 
is perpendicular to t. However, t c r since (by Sect. 2.5.1 and the fact that 
f is nondepraved), f -1 (v) n X satisfies Whitney's condition B. This is a contradic
tion. D 

Step 2. If u>O is sufficiently small, v =1=0, and ),=(u, v, adu+bdv)ET*JR2 
is a characteristic covector for the map (r, f) I x: X -+ JR 2 , then the sign of the 
slope of ker (A.) is equal to the sign of v. This is simply a rewording of Lemma 
2.5.2. 

Step 3. We now study the slope of the nonzero characteristic covectors arising 
from a stratum Y> X in Z. By our choice of local coordinates, we may assume 
the ambient space M is Euclidean space JRn. Suppose there is a sequence of 
points qiE Y which converge to PEX such that d(f I Y)(qi) and d(r I Y)(qi) are 
linearly dependent, i.e., aid(f I Y)(qi)+bid(r I Y)(qJ=O. We must show that aibi 
has the opposite sign to f(qi)- f(p). By choosing a subsequence if necessary, 
we may assume that: 

(a) f(qJ- f(p) has a constant sign s= ± 1 (independent of i). 
(b) The tangent planes ri= I'q, Y converge to some limiting plane r. 
(c) The secant lines (=qiP converge to some limiting line tcr, and the 

vectors 
Vi = projection to ri of (qi-p)/Iqi-pi 

converge to some limiting vector VEt. 
(d) The subspaces Qi=ker d(r I Y)(qJc ri converge to some hyperplane Q cr. 
Now consider the equation 

ai df(qi)(Vi) + bi dr(q;)(vJ = o. 
Clearly dr(qJ(v;}>O, so it suffices to prove that, for sufficiently large i, df(qJ(vJ 
has the same sign as f(qJ- f(p). Let us suppose, for example, thatf(qJ- f(p»O 
for all i. Then 

df(p)(v) = lim (f(qJ- f(P))/Iqi- pi;;::: O. 

So it suffices to show that df(p)(v) =t= O. However, we have a limiting direct 
sum, r=QEBt. But df(p)(Q) =0, while the assumption that df(P) is nondegener
ate implies that df(p)(r)=t=O. Therefore, df(p)(v) =1= O. D 
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6.3. Corollary. The map (rn,fn): TxnZ --->]R2 has no characteristic covectors 
in the region A~. 

Proof The map n is a submersion to the stratum X, and the restriction (r, f) I X 
has no characteristic covectors in the region AD. D 

6.4. Lemma. There exists r1 >0 such that if ZEZ satisfies r(z):s:;;r J and z¢X, 
then the differentials dn(z) and df(z) are independent, when restricted to the stra
tum Yof Z which contains the point z (i.e., their kernels are transversally intersect
ing subspaces of T, Y). 

Proof The point PEX is an isolated critical point of f, and df(p) is a nonde
generate covector, i.e., it does not kill any limit of tangent spaces to strata 
Y> X. Thus, there is a neighborhood of p with the same property. D 

Corollary. If z satisfies the above conditions (i.e., r(z):s:;; r J and z ¢ X), and 
n(zH=p, the the differentials df(z) and dfn(z) are linearly independent when re
stricted to the stratum Y which contains z. If r(z):S:;;rJ' z¢X, but n(z)=p, then 
df(zHO although dfn(z) =0 (when restricted to the stratum Y). 

6.5. Characteristic Covectors of Normal Slices 

We now examine the restriction of the projection (r,J): Z ---> IR 2 to the normal 
slices through the stratum X (i.e., to the fibres n- 1 (x) of the tubular projection 
n: Tx ---> X). 

Lemma. There exists a number r 2> ° and a region A2 c IR + x IR + of type 
O<v~u, such that for any ZEZ which satisfies rn(z):s:;;r2' the map 

(p, f - fn) I n- 1 (n(z)): n- 1 (n(z)) ---> IR 2 

has no characteristic covectors in the region A~. Furthermore, if A=(U, v, adu 
+ bd V)E T* IR 2 is a nonzero characteristic covector of this map, then v =l= 0, a =l= 0, 
b =l= 0, and the slope - alb of ker A has the same sign as v. 

Proof The proof of this lemma is completely analogous to the proof of 
Lemma 6.2. It is only necessary to observe that if df(p) is a nondegenerate 
characteristic covector for Z, then it is also a nondegenerate characteristic covec
tor for Z n n- J (p) (with its stratification induced by transversal intersection). D 

Remark. Lemma 6.5 remains valid for any smooth function f: M ---> IR such 
that df(p) is a nondegenerate covector - it is not necessary to assume that 
the restriction f I X has a nondepraved critical point at p. 

Corollary. Ifrn(z):s:;;r2, z¢X, and (p(z),J(z)- fn(z))EAt then the differentials 
dp(z), df(z), and dn(z) are independent (i.e., their kernels are transversally inter
secting subspaces of T, Y). The same holds for the differentials dr(z), df(z), and 
d n(z). Furthermore, if n(z) =l= p, then each of the follOWing triples of covectors 
are linearly independent: 

(a) dp(z), df(z), and dfn(z) 
(b) dr(z), df(z), and dfn(z) 
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(c) dp(z), df(z), and drn(z) 
(d) dr(z), df(z), and drn(z). 

Proof The lemma gives independence of dp(z), d(f - fn)(z), and dn(z). But 

ker (d p(z)) n ker (d n(z)) = ker (dr(z)) n ker (d n(z)) 

85 

since r=p+rn. Thus, dr(z), d(f-fn)(z), and dn(z) are independent. Similarly, 
dr(z), df(z), and dn(z) are independent, i.e., 

ker (dr(z)) + (ker (df(z)) n ker (d n(z))) = ~ y. 

If n(zHp, then d(fn)(z) is nonzero and ker (d(fn)(z))::::Jker (dn(z)). Thus, dr(z), 
df(z), and dfn(z) are independent. A similar argument holds with fn replaced 
by rn. D 

6.6. Lemma. For any a>O and b>O there exists a fringed set A 3 clR+ x1R+ 
of type O<v~u such that whenever ZEZ satisfies 

6.6.1. (r(z),J(z))EA~ 
6.6.2. (rn(z),Jn(z))EA~ 
6.6.3. z¢=X 
6.6.4. n(zH p 

then the covectors adp(z)+bdrn(z), df(z), and d(fn)(z) are linearly independent 
when restricted to the stratum Y which contains the point z. 

Proof Assume not. By Whitney's condition A, the points ZEZ such that 
adp(z)+bdrn(z). df(z), and d(fn)(z) are linearly dependent when restricted to 
the stratum containing z, form a closed subset of Z. Thus, we may assume 
there is a sequence Z;EZ which converge to the critical point p, such thatf(zJ=O 
and fn (z;)=O, and such that the covectors adp(zJ+b drn(zi), df(zJ, d(fn)(zJ 
are linearly dependent, for all i. By choosing a subsequence if necessary, we 
may also assume that the points Z; all lie in the same stratum Y of Z, that 
the secant lines PZi converge to some limiting line t, that the tangent planes 
~i Y converge to some limiting plane T, that the subspaces 

ker (adp(z;)+ bdrn(zi))' ker (df(zJ), ker (d(fn)(zJ) 

converge to subs paces A, B, and C of T respectively. 
We will now make use of the fact that f and n have smooth extensions 

to some neighborhood Tx of the stratum X in the manifold M. There exists 
a smooth Riemannian metric on M such that the square of the distance from 
the point p is given by 

R(z) = ap(z) + brn(z). 

Since t is a limit of radial lines, we have t is perpendicular to A (in this Riemann
ian metric), and so t cj: A. But the relation of linear dependence between 
adp(z)+bdrn(z), df, and dfn implies that A::::JB+C. We now claim that tcB 
and t c C, which will be a contradiction. 

Let w=lim(zi-p)/Izi-pl (computed in some local coordinate system on M) 
denote a unit vector in the limiting line t. Since df(p)=t=O we have B= 
lim ker (df(z;))=ker (df(p)). But, df(p)(w) =lim (f(zJ- P)/IZi- pi =0. Thus, t c B. 
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C = lim ker (dfn(zi)) 

= lim d n(zr 1 (ker (df(n(z;))) n T'r(zil X) 

= dn(p)-l (lim ker (df(nzi))) n T,,(z,) X) 

= dn(p)-l (B n TpX) ~ker (dn(p)) +(B n TpX). 

Let tA be the limit of secant lines Zin(Z;) and let tB be the limit of the secant 
lines n(z;) p. These are nontrivial lines by Conditions 6.6.3 and 6.6.4, and t c tA 
+tB. However, tAcA and tBcBn TpX. Thus, tc(A+Bn TpX)cC. 0 

6.7. Lemma. There exists a fringed set A4 c 1R + x 1R + of type 0 < v ~ u such 
that for any ZEZ which satisfies 

6.7.1. (r(z), f(z))EA~ 
6.7.2. (r(z), fn(z))EA~ 
6.7.3. zf/=X 
6.7.4. n(z)=Fp 

then the covectors 
df(z), df n(z), d r(z), 

are linearly independent, when restricted to the stratum Y of Z which contains 
the point z. 

Proof Let A2 denote the fringed set of Sect. 6.5 such that (p(z), f(z) 
- fn(z))EA~ implies dn(z), dp(z) and d(f - fn)(z) are linearly independent. Let 
A3 denote the fringed set of Sect. 6.6 (corresponding to parameters a = 1 and 
b= 1) such that (r(z), f(z))EA3 and (rn(z), fn(z))EA3 implies drn(z)+dp(z), df(z) 
and dfn(z) are linearly independent. Fix Vo > 0 so that the point (0, vo)EA2 n A 3. 
For each 6> 0 (but 6 ~ vo) choose M (6) > 0 so that the rectangular box of base 
6/2 and height 2M(6) is contained in both of these sets, i.e., so that 

Now define 

We claim this fringed set has the desired properties. Note that if ZEZ satisfies 
zf/=X, n(z)=Fp, and either 

(a) (p(z),J(z)-fn(z))EA~ or 
(b) (r(z),J(z))EA~ and (rn(z),Jn(z))EA~ 

then (by Sects. 6.5 and 6.6) the covectors dr(z), df(z) and dfn(z) are linearly 
independent. So we need only show that one or other of the conditions (a) 
or (b) is implied by the relations (6.7.1) ... (6.7.4). 

Suppose p(z)~r(z)j2. Then rn(z)=r(z)-p(z)~r(z)j2. By 6.7.2 we have 
(rn(z),Jn(z))EB(r(z))cA~ so condition (p) is satisfied. Similarly if p(z)~r(z)j2, 
then (p(z), f - fn(z))EA~ so consition (a) is satisfied. 0 

6.8. Lemma. Let A4 be the set of type 0<s~6 from Sect. 6.7 and let rl >0 
denote the number found in Lemma 6.4. Then for any (6, S)EA4 such that 6 ~ r1 , 
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the projection 

has no characteristic covectors in the square 

Ifl::::;8, Ifnl::::;8 

except for the following three types of covectors A.=(u, v, adu+bdv): 
1. Those), such that u = 0 and v = o. 
2. Those A. such that u = v and a = b. These occur when z E X. 
3. Those ), such that u = 0 and d u = O. These characteristic co vectors only 

vanish on the tangent spaces Tz Y of points for which n(z) = p. (In other words, 
d(fn)(z) =1=0 unless z lies in the n-fibre over the critical point p.) 

Proof Let Y denote the stratum of YnBb(p) which contains the point z. 
First suppose that ZEZ n B~(p), i.e., z is not a point on the boundary of the 
ball. By Lemma 6.4, if z¢X then dn(z) and df(z) are independent when restricted 
to T" Y. Thus, d(fn)(z) and df(z) are also independent, provided n(z)=!=p. 

We now examine points ZEZ noBb(p). It is possible that there are no points 
zEZnoBb(p) such that If(z)I::::;8 and Ifn(z)I::::;8, in which case the lemma is 
true for trivial reasons. However, assuming such a point ZEZ exists, it then 
satisfies the conditions (6.7.1 and 6.7.2) of Sect. 6.7. Thus, (assuming n(z)=I=p 
and z¢X) the differential forms df(z), dr(z), and d(fn)(z)ET,,* Yare linearly 
independent. This implies that df(z) and d(fn)(z) are linearly independent when 
restricted to the tangent space T,,*(Y n OBb(P)) of the surface r(z) = <5. D 

6.9. Lemma. Let A4 denote the fringed set of Lemma 6.7. Fix (<5, 8)EA4 and 
suppose ZEZ satisfies n(z)=I=p, z¢X and 

6.9.1. <5/2::::;r(z)::::;<5 
6.9.2. <5/2::::;p(z)::::;<5 
6.9.3. If(z)I::::;8 
6.9.4. Ifn(z)1 ::::;8. 

Fix a, bE 1R with a =1= O. Then the three covectors 

df(z), dfn(z), adp(z)+bdrn(z) 

are linearly independent in T" Y, where Y is the stratum of Z which contains the 
point z. 

Proof Since If - fnl ::::;28, we have (see Sect. 6.7) (p(z), f(z)- fn(z))EB(<5)cA~ 
(where A2 is the set defined in Sect. 6.5), so Lemma 6.5 implies that dp(z), 
d(f - fn)(z), and dn(z) are independent (i.e., their kernels are transverse sub
spaces of T" Y, where Y is the stratum of Z which contains the point z), so 
df(z) and dp(z) are independent when restricted to T" Ynkerdn(z). But r=p 
+rn, and d(rn)(z) vanishes on ker dn(z): Thus, d(f - fn)(z), dn(z), and 
adp(z)+bdrn(z) are independent, provided a =1=0. It follows that d(f - fn)(z), 
dfn(z), and adp(z)+bdrn(z) are independent, since the only critical points of 
dfn(z) occur when n(z)=p. D 
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6.10. Lemma. There exists a fringed set A5 cIR + x IR + with the following 
property: For any (<5, C)EA5 and for any a, bEIR with a;::::O and b>O, and for 
any ZEZ which satisfies z¢X, n(z)=l=p, and 

6.10.1. <5/2:s; r(z):s; <5 
6.10.2. <5/2:S;rn(z):s;<5 
6.10.3. If(z)l:s;c 
6.10.4. Ifn(z)l:S;c 

then the three covectors 

df(z), dfn(z), adp(z)+bdrn(z) 

are linearly independent in T.* Y, where Y is the stratum of Z which contains 
the point z. 

Proof First we shall find a fringed set Ao such that if ZEZ satisfies 

z¢X, n(z)=l=p, (r(z),J(z))EAg, and (rn(z),Jn(z))EAg 

then df(z), dfn(z), and adp(z)+bdrn(z) are linearly independent. By Lemma 
6.4 there is a number r 1 >0 such that if n(z)=l=p, and z¢X and r(z):s;r t then 
df(z) is nonzero on ker (d n(z)) 1 T. Y. By Corollary 6.3 there is a fringed set 
Al such that if n(z) =l= p and (rn(z),J n(z))E A~, then drn(z) and df n(z) are linearly 
independent in T. Y. Thus, if r(z):s;r t , n(z)=l=p, z¢X, and (rn(z),Jn(z))EAt then 
df(z), drn(z) and dfn(z) are linearly independent. Since linear independence 
is an open condition, there exists a number ,.1,0> 0 such that for any A with 
1 A 1 :s; ,.1,0, the covectors 

df(z), drn(z)+Adp(z), and dfn(z) 

are linearly independent for the same set of choices of z. If alb:s; ,.1,0, then we 
are done. Otherwise, by Lemma 6.6, for each value of AE[Ao, alb], there is 
a fringed set A;.cIR+ xIR+ such that if ZEZ satisfies z¢X, n(z)=l=p, 
(r(z), f(Z))EAt and (rn(z), fn(z))EA~ then the covectors 

drn(z)+Adp(z), df(z), and dfn(z) 

are linearly independent. By Sect. 4.5 there is a uniform choice Aoo of a fringed 
set such that Aoo c A;. for all AE [,.1,0' alb]. Now choose a fringed set Ao cAoo n AI, 
and shrink Ao if necessary to ensure that every point (<5, C)EAo has <5:S;r t • This 
set Ao has the desired properties: If alb:s; ,.1,0, then the first argument applies 
while if alb;:::: ,.1,0' then the second argument applies. 

We now repeat the method of Sect. 6.7: For each <5 > 0 choose a number 
M2(<5»0 so that the rectangular box of base <5/2 and height M2(<5) is contained 
in Ag, i.e., so that 

Define 

A5 = {(<5, C)EIR + x IR + 1 <5 :S;r 1 and C:S;M2(<5)}. 

Fix (<5, c)EA~. If ZEZ satisfies (6.10.1) to (6.10.4) then 

(r(z),J(z))E B2 (<5) c Ag 
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and 
(rn(z), f n(z))E B2 (6) c Ag 

which implies that df(z), dfn(z), and adp(z)+bdrn(z) are linearly indepen
dent. D 

6.11. Lemma. There exists a fringed set A6 clR + x lR + with the following 
property: Fix (6, S)EA6' Suppose a point ZEZ satisfies ztjX, n(z) =1= p, and 

6.11.1. p(z)=6 
6.11.2. rn(z)=6 
6.11.3. If(z)1 ~S 
6.11.4. Ifn(z)1 ~S. 

Then the covectors 

dp(z), drn(z), df(z), dfn(z) 

are linearly independent when restricted to T" Y, where Y is the stratum of Z 
which contains the point z. 

Proof We claim that A6=Al nA2 has the required properties (where AI 
and A2 are the fringed sets defined in Sects. 6.2 and 6.5). Fix (6, S)EA6 and 
suppose ZEZ satisfies 6.11.1 through 6.11.4. Then 

(p(z), f(z)- fn(z))EA~ 

so Corollary 6.5 implies that dp(z), df(z), and dn(z) are independent. Similarly 

(rn(z), f n(z))E A~ 

so Corollary 6.3 implies that drn(z) and dfn(z) are independent. Together, these 
imply that dp(z), df(z), drn(z) and dfn(z) are independent. D 



Chapter 7. Local, Normal, and Tangential Morse Data 
are Well Defined 

This chapter contains the proofs of Theorems 3.5.3, 3.6.2, 3.9.2, 3.9.3, 3.10, and 
3.11. 

7.1. Definitions 

Throughout this chapter we will assume that Z is a Whitney stratified subset 
of some smooth manifold M, that f: M -+ IR is a smooth function which has 
a nondepraved (or non degenerate) critical point PEZ, which lies in some stratum 
X of Z. For simplicity we shall assume the critical value f(p)=O. As in Chapter 
6, we will assume a tubular neighborhood Tx of X in M has been chosen, 
with tubular projection n: Tx -+ X, and normal distance function p: Tx -+ IR. We 
also assume a Riemannian metric has been chosen on the ambient manifold 
M, and we denote the square of the distance from the critical point p by r. 
As in Sect. 6.1, for any set AcIR+ xIR+ of type O<v~u, we denote by AD 
the closure of the set obtained by adding to A its reflection about the u axis. 

7.2. Regular Values 

This section contains the proof of Proposition 3.2: if [a, bJ contains no critical 
values of f: Z -+ IR then there is an 9'-decomposition preserving homeomorphism 
between Zsa and Zsb. 

Proof We wish to pass from the set (- (fJ, a] to (- 00, bJ by moving the 
wall. Let Y denote the following subset of IR2: 

Y= {(t,f)EIR x IR If :::;a+(b-a)t}. 

This is stratified as a manifold with boundary, and satisfies the hypotheses 
in Sect. 4.3 (moving the wall). Thus, we obtain a stratum preserving homeo
morphism between Z n YO=Zsa and Z n Yt =Zsb. D 

Remark. This proposition can also be proven using controlled vectorfields 
instead of the moving wall. A sketch of such a proof follows: Choose e > 0 
so that the interval [a - 2 e, b + 2 eJ contains no critical values of f Choose 
a smooth vectorfield V on [a - 2 e, b + 2 eJ whose time 1 flow maps the interval 
[a-e, bJ homeomorphically onto [a-e, a] and which vanishes on [a-2e, a-e]. 
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Thorn's first isotopy lemma (Sect. 1.5) provides a lift of this vectorfield to a 
controlled vectorfield V' on Z[a-E, b+E] such that f* V' = V. Thus, the time 1 flow 
of V' restricts to the desired homeomorphism on Z[a-E,b] (and is the identity 
on Z :;a-J 

7.3. Local Morse Data, Tangential Morse Data, and Fringed Sets 

Let A c lR + x lR + denote the fringed set from Proposition 6.2 of type 0 < v ~ u 
such that the projection (r, f): Z -+ lR 2 contains no characteristic covectors in 
the region AD. Fix (c;, s)EA and let 

Box(c;,s)={(x,Y)ElR2Ix::;c; and lyl::;E}. 

This subset is stratified by its interior, the interiors of its three sides, 

Top (c;, s) = {(x, s) I x::; c;} 
Bottom(C;,E)={(x, -s)lx::;c;} 

RS (c;, s)= {(C;, y) Ilyl ::;s} 

and its two corners (c;, s) and (c;, -s). Define F: Z -+lR2 by F(z)=(r(z), f(z)). 
Observe that the local Morse data (Sect. 3.5) is the pair 

(F-l (Box (c;, s)), F- 1 (Bottom (c;, s))) 

and the tangential Morse data is the pair 

(X n F- 1 (Box (c;, s)), X n F- 1 (Bottom (c;, s))). 

Claim. For any (c;,E)EA, the map F:Z-+lR2 is transverse to (each stratum 
of) Box (C;, E) in lR 2, i.e., no stratum of Box (c;, s) is tangent to the kernel of 
any characteristic covector of the map F. 

f 
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I 

-t 

Diagram of Box (b, 8) and fringed set 

Proof of Claim. Any map is transverse to the interior of Box (c;, s). The 
map F is transverse to Top (c;, s), Bottom (C;, E) and RS (C;, E), because by Proposi
tion 5.2 the kernels of the characteristic covectors have positive slope above 
the c; axis and negative slope below the c; axis. The map is transverse to the 
corners (c;, s) and (c;, -s) because these are points in the set AD which contains 
no characteristic covectors of the map F. 
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Corollary. Local Morse data (resp. tangential Morse data) is Whitney strati
fied with strata of the form An p-I (B) (resp. X n p-I (B)), where A is a stratum 
of Z and B is a stratum of Box (b, G). 

7.4. Local and Tangential Morse Data are Independent of Choices 

Suppose as above that Z is a Whitney stratified subset of a Riemannian manifold 
M (with Riemannian metric go), that PEZ is a nondepraved critical point of 
a function fo, and that values of GO and bo have been chosen in accordance 
with the rules of Sect. 3.5. This gives rise to a particular construction of the 
local and tangential Morse data. Now suppose fl: M ~ lR is another function 
which also has a nondepraved critical point at p. Choose another Riemannian 
metric g I on M, and values of G I and b I in accordance with the procedure 
in Sect. 3.5. This gives rise to another construction of local and tangential Morse 
data. 

7.4.1. Theorem. Suppose that the functions fo and fl are connected by a smooth 
one-parameter family of functions f: M x lR ~ lR with a uniformly isolated nonde
praved critical point p (i.e., there is a neighborhood U of p, such that for each 
tElR the function h= f(*, t) has no critical points in U except for the single 
critical point p, and this critical point is nondepraved). Then the local (resp. 
tangential) Morse data for fo at p (as constructed with respect to the first Rie
mannian metric and allowable choices of Go and bo) is homeomorphic (by an 
Y-decomposition preserving and stratum preserving homeomorphism of pairs) to 
the local (resp. tangential) Morse data for fl at p (as constructed with respect 
to the new Riemannian metric and parameter values GI and bl ). 

Proof We want to pass from Box (bo, GO) to Box (bb GI) by moving the wall. 
The local Riemannian metrics go and gl are connected by a smooth one

parameter family of metrics, gt = t g I + (1- t) go. These give rise to distance func
tions rt(z)=distance 2(p, z) (as measured by the metric gt). We claim that there 
is a uniform chice of fringed set A c lR + x lR + so that for each t E [0, 1] the 
map 

has no characteristic covectors in the region A~. This is easily verified using 
the same argument as in Sect. 6.2, plus the fact that p is a uniformly isolated 
critical point. Thus, it is possible to find a one parameter family of fringed 
sets At c lR + x lR + such that 

(a) (b o, Go)EAo 
(b) (b l , GI)EAI 
(c) the map 

(rt,h):Z~lR2 

has no characteristic covectors in Af. 
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(d) the total space of the family 

U {t} x At C [0, 1] x IR + x IR + 
tE[O, I] 

forms an open subset of IR + x IR +. 

By Proposition 5.4 there is a smooth one-parameter family of points 
(bn et)EAt which connect (15 0 , eo) to (b}> el)' Define F: Z x [0, 1] ~IR2 X [0,1] 
by 

F(z, t) = (r,(z), .t;(z)). 
Let 

Yr=Box(b" et) x {t} cIR2 X [0,1] 

Wr = Bottom (b n et) x {t} cIR 2 x [0, 1]. 
Then 

(Y, W)= U (Yr, Wr) 
'E[O, 1] 

forms a stratified fibre bundle over [0, 1] and each F;: Z ~ IR 2 is transverse 
to (Yr, Wr). Thus, Lemma 4.4 (Moving the wall, Version 2) applies, giving us 
an 9'-decomposition preserving homeomorphism between Fo- 1 (Yo, Wo) and 
F1- 1 (Y1 , WI) (which also takes strata to strata and is smooth on each stra
tum). D 

7.5. Normal Morse Data and Halflinks are Independent of Choices 

Suppose as above that Z is a Whitney stratified subset of a Riemannian manifold 
M, that PEZ is a nondepraved critical point of a functionfo and N~ is a submani
fold of M which meets the stratum X transversally at the point p. Assume 
that values of eo and 15 0 have been chosen in accordance with the rules of 
Sect. 3.5. This gives rise to a particular construction of the normal Morse data, 
and the upper and lower halflinks. Now suppose fl: M ~ IR is another function 
which also has a nondepraved critical point at p. Choose another Riemannian 
metric on M, another transversal N{ through p, and values of el and 15 1 in 
accordance with the procedure in Sect. 3.5. This gives rise to another construc
tion of normal Morse data, and the upper and lower halflinks. 

7.5.1. Theorem. Suppose the covectors dfo(p) and dfl (p) lie in the same con
nected component of the set of nondegenerate covectors (Sect. 1.8). Then the 
normal Morse data (resp. upper and lower half/inks) for fo at p (constructed 
with respect to the first Riemannian metric, normal slice No, and given choices 
of eo and 15 0 ) is homeomorphic (by a homeomorphism H of pairs which preserves 
the 9'-decompositions and preserves the stratifications) to the normal Morse data 
(resp. upper and lower half/inks) for fl at p (constructed with respect to the 
second Riemannian metric, normal slice N 1 , and choices of parameter values, e 1 

and btJ. Furthermore, if dfo(p)=dfl(p) then there is a canonical choice up to 
isotopy for the homeomorphism H (cf [Bru]) .. 

Proof The proof is essentially identical to the proof of Theorem 7.4. It 
is possible to find a smooth one-parameter family N' c M x [0, 1] of transversals 
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N; connecting N~ and N{, a smooth one-parameter family of Riemannian metrics 
connecting the two given metrics, and a smooth one-partameter family of func
tions !t such that each d!t(p) is a nondegenerate covector (we do not assume 
that each !t has a nondepraved critical point at p). In the proof of Theorem 
7.4, it is necessary to replace the function F(z, t) = (rt(z), !t(z)) with the function 
F: (Z x [0, 1]) n N' --> IR 2 which is given by 

F(z, t)=(rt(z), !t(z)-!t(p)). 

Lemma 6.5 guarantees the existence of a fringed set At and points (bn 8t)EAt 
such that F;: Nr' n Z --> IR 2 has no characteristic covectors in the region A~, and 
so that the normal Morse data is given by 

Since each d!t(p) is nondegenerate, the singular point p is uniformly isolated 
in the normal slice. Thus, there is a uniform choice of fringed set Aoo such 
that Aoo c At for all t. Thus, we can assume the points (b t, 8t) form a smooth 
curve in IR2 connecting (bo, 8 0 ) and (b l , 8 1), Defining (Y, W) as in the proof 
of Theorem 7.4.1, Lemma 4.4 (Moving the wall, Version 2) gives an 9'-decompo
sition preserving homeomorphism between Fa 1 (Yo, Wo) and F1- 1 (Yl, WI)' 

Proof of the ''furthermore'' part. Suppose we have two different one-parame
ter families of normal slices connecting N~ and N{, two different one-parameter 
families of Riemannian metrics connecting ro and r1 , and two different one
parameter families of 8 and b connecting (b o, 8 0) and (b l , 8 1), This gives rise 
to two different homeomorphisms G and H between the normal Morse data 
(resp. upper and lower halflinks). It is easy to find a two-parameter family of 
normal slices Nrs. t) and distance functions r(s. t) which connect these two one
parameter families. Proposition 5.5 then provides the appropriate two-parameter 
family of choices (b(s. t), 8(s, t») (so that, for each value of sand t the corresponding 
map 

(r(s, t), 1(s. t»): Nrs, t) --> IR 2 

has no characteristic covectors in the region 

This gives rise (by moving the wall as above) to a one-parameter family of 
homeomorphisms between G and H, i.e., G and H are isotopic. 0 

7.5.2. Corollary. There is an 9'-decomposition preserving and stratum preserv
ing homeomorphism of pairs between the upper (resp. lower) halj1ink at p for 
the function fo with Riemannian metric go and choice of parameters N~, bo, 80 , 

and the upper (resp. lower) halj1ink for the function fl constructed with respect 
to the Riemannian metric gl and parameters N{, b1 , and 81 , 

Proof The upper halflink is a union of strata in F;-I (1';). D 
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7.5.3. Corollary. If Z is a lVhitney stratified subanalytic set, then there are 
finitely many possibilities (up to stratum preserving homeomorphism) for the nor
mal Morse data of a function at the point p, and also for the upper and lower 
halj7inks at p. 

Proof By Proposition 1.8 the set of nondegenerate co vectors has finitely 
many connected components. D 

7.5.4. Corollary. If Z is a complex analytically lVhitney stratified complex 
analytic variety, then the normal Morse data at a point p is independent of the 
Morse function f Furthermore, there is a stratum preserving homeomorphism be
tween the upper and lower halj7inks, and these spaces are independent of the 
function f 

Proof The set of nondegenerate covectors for Z at p is connected (see Sect. 
1.8) since it is the complement of a subset of complex codimension one in 
the set of all characteristic covectors. D 

7.5.5. Remarks. In Corollary 7.5.3 we are implicitly assuming that p is a 
nonexceptional point (see Sect. 1.8) by supposing that there exists a Morse 
function at the point p. See Sect. 13.2 for an example where the halflink is 
not well-defined in a family which passes through an exceptional point. 

7.6. Local Morse Data is Morse Data 

In this section we prove Proposition 3.5.4. We consider the situation outlined 
in Sect. 3.5, with a nondepraved critical point p of a function f: Z --+ 1R, with 
critical value f(p)=O, and a choice of parameter values <5 and e. Let At>c1R2 
denote the fringed set of noncharacteristic points of the map F(z)=(r(z),J(z)) 
(as in Sect. 7.4) and choose (<5, e)EA. Define the manifold with corners 

By moving the wall, we will find an Y'-decomposition preserving homeomor
phism between Z 9 and 

where 

(P, Q)=F- 1 (Box(<5, e), Bottom (<5, e)) 

is the local Morse data. Note that the Y'-decomposition of Z;:; -euQP defined 
as an attaching space (Sect. 1.1) coincides with the decomposition of 
F- 1 (Step (<5, e)) which is given by its intersection with the strata of X. 

Choose a one-parameter family Yr c 1R 2 of manifolds with corners such that 
Yo = Step (<5, e) and Yl = {(u, v)lvse} and so that for each t, the corners of Yr 
are contained in the set At> and so that for large values of r the boundary 
of Yr is horizontal. For example. 
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f 

0:: 
\\ 

I , 

~--" 

Moving the wall to show that local Morse data is Morse data 

It follows that the tangent spaces to the boundary of ~ are never contained 
in any characteristic covector of the map F, so moving the wall, version 1 
gives an fI'-decomposition preserving and stratum preserving homeomorphism 
between 

7.7. The Link and the Halflink 

In this section we give the proof of Theorem 3.10. We shall consider the situation 
outlined in Sect. 3.9, with choices of a nondepraved critical point p, a normal 
slice N through the stratum X at the point p, a choice of Riemannian metric 
on M. We consider the map F: Z nN -+IR2 which is given by F(z)=(r(z),J(z) 
- f(p)) and let A denote the set of type 0 < v ~ u so that FIN has no characteristic 
co vectors in the region AD. Choose a point (b, 8)EA and note that the upper 
and lower halflinks are given by 

(F-1 (Top (b, 8)), F- 1(b, 8))=(t+, oC-) 

(F-1(Bottom(b, 8)), F- 1(b, -8))=(C-, ot-). 

Since F is a fibration over each point in the region AD we see immediately 
that any curve (b" 8t)cAD determines (via the first isotopy lemma) a stratified 
homeomorphism F- 1(bo, 8o)~F-1(b1' 8 1). In particular, it gives a homeo
morphism between 0 t + and 0 t -. In fact if we take the curve 

then we obtain a homeomorphism 

F-1(RS)~ot+ x [-8, +8] 

which commutes with the projection to [ - G, + 8]. 
We now find a homeomorphism between t+ uott- and the link of the stra

tum X. First embed the space t+ U fj{ t - into Z n N, by identifying it with 
F- 1 (yO), where Yo is the boundary of the triangle in the following diagram: 
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f 

, ' 

Upper and lower halflinkjoined along their boundary 

Since j({zEZlr(z)<l}) is compact, we may assume it is contained in some 
interval (v-a, v+a). Now consider the one-parameter family 1'; of stratified 
spaces 

, 
, 

Moving the wall to show that the link is the union of the two halflinks 

which interpolate between Yo and Y1 = {(u, v)EIR21 u = 15}. By Lemma 6.5 the 
slope of the kernels of the characteristic covectors of F have the same sign 
as f, so no stratum of 1'; is tangent to the kernel of any characteristic covector. 
Thus, the map F: Z nN -+1R2 is transverse to each 1';. We obtain (by Moving 
the wall, Version 1) an .'f'-decomposition preserving homeomorphism between 
F-1(Yo)=t+Uotr and F- 1 (y1) which is the link of the stratum X, at the 
point p. 0 

Remark. This homeomorphism identifies t+ uatt- in a stratum preserving 
way with a refinement of the usual stratification of the link L of the point 
p: "fake" strata of the form F-1(15, O)nL have been added. 

7.8. Normal Morse Data is Homeomorphic to the Normal Slice 

In this section we prove Proposition 3.8. Using the notation of the preceding 
section, the total space of the normal Morse data is given by F- 1 (Box (15, s)), 
while the normal slice (Sect. 1.4) N = N' n Z n B;;(p) IS gIven by 
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F- 1 (Halfspace (J)), where 

Halfspace (J) = {(u, v)EIR21 u ~ J}. 

We stratify Halfspace (J) with its interior, Halfspaceo (J), and the interiors of 
its three segments, 

RS (J, e)= {(u, v)EIR2
1 u=J, Ivi ~e} 

RS+ (J, e)={(u, v)EIR2 Iu=J, v2e} 

RS - (J) = {(u, V)EIR 21 u = J, v ~ -e} 

and the two corners (J, e) and (J, -e). 

Theorem. There is an Y'-decomposition preserving and stratum preserving 
homeomorphism between the normal Morse data, F - 1 (Box (J, e)) and the normal 
slice, F - 1 (Halfspace (J)), which takes the interior 

F - 1 (BoxO) to the interior F - 1 (HalfspaceO), and takes 
F- 1 (Top (J, e)) to F- 1 (RS + (J, e)) 
F- 1 (Bottom(J, e)) to F- 1 (RS - (J, e)) 
F- 1 (RS (J, e)) to F- 1 (RS (J, e)) 

and is the identity on the corners F-1(b, ±e)). 

Proof Move the wall as follows: 

f 

-[; 

, 
, , 

Moving the wall to show that Morse data is the normal slice 

7.9. Normal Morse Data and the Halflink 

In this section we prove Proposition 3.11: there is a homeomorphism of pairs 
between the normal Morse data and (cone(C'+ UIJ{C'-), r). 

Proof The argument of Sect. 7.8 gives a homeomorphism between the normal 
Morse data and the pair 
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P-l(Box(J, 8), Bottom(J, 8)) 

~(F-l (Halfspace (J)), p-l (RS - (J, 8)) 

~(cone(p-l(RS+ uRSuRS-)), P-l(RS-)) 

~(cone(p-l(Topu RS u Bottom)), p-l (Bottom)) 

~(cone(t+ u(8t x [0, l])uC-), C-) 

~(cone(t+ uatC-), t-). D 
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Remark. The projection of a cone line under the map P will not necessarily 
be a straight line in 1R 2 • In other words, there is no particular relationship 
between this homeomorphism, the obvious conical structure of Box (J, 8), and 
the axial lines in cone(t+ uO{t-). 
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In this chapter we prove Theorem 3.7: the local Morse data is the Cartesian 
product of the tangential Morse data with the normal Morse data. 

8.1. Definitions 

Throughout this chapter, Z will denote a Whitney stratified subset of a smooth 
manifold M, and f: Z ---+ 1R will denote a function with an isolated nondepraved 
critical point pEZ. We will use the symbol !/ to denote a partially ordered 
set which indexes the strata of Z. The stratum containing the point p will be 
denoted X, and n: Tx ---+ X will denote the projection to X of a tubular neighbor
hood of X in M. We assume that Tx is sufficiently small that the restriction 
n I Y to each stratum Y > X is a submersion. As in Sect. 6.1 we choose a local 
Riemannian metric on M, with 

r(z) = rn(z) + p (z) 

where r(z) is the square of the distance between p and z, and p(z) is the square 
of the distance between z and n(z). We shall consider a certain neighborhood 
B~ = {ZEZ I r(z)::;; c5} of p, where c5 is chosen as follows: 

(a) c5 is so small that f I X has no critical points in B2~ or in n(B2~)' other 
than p. 

(b) For all zEB2~' df(z)(~ Y)=I=O, where Y is the stratum of Z which con
tains z. 

(c) 2c5::;;rl (of Sect. 6.4), and 2c5::;;r2 (of Lemma 6.5). 
(d) The point (2c5, 0) is an element of the set Al of Lemma 6.2, the set 

A2 of Lemma 6.5, the set A3 of Lemma 6.6, the set A4 of Lemma 6.7, the 
set A 5 of Lemma 6.10, and the set A6 of Lemma 6.11. 

8.2. Embedding the Morse Data 

In this section we show how to embed· the product of pairs (normal Morse 
data) x (tangential Morse data) into the neighborhood B~ defined above. 

Choose e ~ c5 so that the point (c5, e) is an element of the set A~ of Lemma 
6.11. Define 
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VI = {ZEZ IIJ(z)-In (z) I :$;e/4, rn(z):$;6, and p(z)::;6} 

Vz = {ZEZ I J(z)- In(z) = -e/4, rn(z):$;6, and p(z):$;6} 

WI = {ZEZ IIJn(z)l:$; 38/4 and rn(z):$; 6} 

Wz = {ZEZ I In(z) = - 3B/4 and rn(z):$; 6}. 

These spaces are Y-decomposed by their intersection with the strata of Z. 

101 

Proposition. The pair oj spaces (VI, Vz) and (WI' Wz) intersect transversally. 
Their intersection 

(VI' VZ)n(Wl , WZ)=(VI n WI' VI n Wz U Vz n WI) 

is homeomorphic (by a Y-decomposition preserving homeomorphism oj pairs) to 
the pair 

(normal Morse data at p) x (tangential Morse data at p). 

Proof Let D={xEXlr(x):$;6} denote the disk of radius 6 in the stratum 
X. We will show that the pair (VI' Vz) fibres over D and is homeomorphic 
to D x (Normal Morse data), and that the pair (Wb Wz) fibres over the tangential 
Morse data (which is a subset of D) and is homeomorphic to the product (Tan
gential Morse data) x (normal slice). 

Consider the open subset Z I of Z which is given by 

ZI = Txn {ZEZ I rn(z):$;6}. 

By Proposition 6.5, the map F: Zl -4]R2 which is given by F(z)=(p(z),J(z) 
- In(z)) is transverse to each stratum of Box (6, B/4) (see Sect. 7.3). The pair 
(VI' Vz) is the preimage under F of the pair (Box (6, 8/4), Bottom (6, B/4)). By 
Lemma 6.5, for each XED, the restriction Fln-l(x): n-l(x)-4JRz is transverse 
to the strata of Box(6, 8/4), which means that for each stratum S of Box(6, 8/4) 
we have a transversal intersection F- I (S) m n- l (x). Thus, n IF-I (S) has surjec
tive differential. By Thorn's first isotopy lemma (Sect. 1.5) this implies that the 
projection 

n I F- l (Box (6, B/4)): F- I (Box (6, e/4)) -4 X 

is a stratified fibre bundle over the (contractible) region DeX. Furthermore, 
the fibre over the critical point p is 

n-l(p)n(F-l(Box(6, 8/4)), F- I(Bottom(6, e/4))) 

which is precisely the normal Morse data as defined in Sects. 3.6 and 7.5. 
Now consider the function G: X -4JR2 given by G(x) = (r(x),J(x)). Note that 

6 and B have been chosen so that the pair 

(G- I (Box(6, 3e/4)), G- l (Bottom(6, 3B/4)))eX 

is the tangential Morse data for f, and that .this set is contained in the region 
D over which n I (VI' Vz) is a (trivial) stratified fibre bundle. Consequently the 
pair 

(Wb Wz)=n- I G- I (Box(6, 3e/4), Bottom (6, 38/4)) 



102 Part I. Morse Theory of Whitney Stratified Spaces 

is transverse to the pair (Vl' V2). Therefore, the intersection (Vl' V2)n(W1 , W2) 
is homeomorphic (hV a stratum preserving homeomorphism) to 

which IS precisely the product (normal Morse data) x (tangential Morse 
data). D 

8.3. Diagrams 

From the five functions f, f 0 n, r, p, ron, which are defined on Z, we obtain 
ten maps to JR 2 by projecting to any of the coordinate planes. A subset of 
Z can be designated by specifying a region in one of these coordinate planes. 

Definition. A picture P is a Whitney stratified region in JR 2 together with 
a choice of two of the above functions (say, g and h). The picture is allowable 
if the map (g, h): M -+JR2 takes each stratum of Z transversally (within JR2) 
to each stratum of P. A diagram is a pair (Pa, P") of pictures (together with 
their two sets of functions, gl' hl' g2' h2)' For any diagram D we define the 
realization Z (D) to be the set 

which consists of all points ZEZ such that (gi(Z), hi(z))EP; (for i= 1,2). The dia
gram is allowable if each of the pictures is allowable and if the map 

(g2, h2)I(gl, h1)-1(Pa): (gb h1)-1(Pa)-+P" 

is transverse to each stratum of p" (in JR2). This definition is symmetric and 
is equivalent to saying that in the above formula for ZeD), all the intersections 
of strata are transverse. 

Remark. In Sect. 8.2 we found a homeomorphism between the product (nor
mal Morse data) x (tangential Morse data) and the realization of the following 
diagram: 

! p 

--------~~-------- !n 

---r----~------r n 

Diagram D 1, : Normal Morse data x tangential Morse data 
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8.4. Outline of Proof 

In this section we give a succession of diagrams which interpolate between 
the box diagram (Sect. 7.3) which defines local Morse data, and the above 
diagram Dll , which defines (normal Morse data) x (tangential Morse data). Each 
diagram will represent a pair of spaces, and the subspace will be explained 
in a caption below the diagram. Each diagram is obtained from the preceding 
by "moving the wall". The actual description of the motion of the wall, and 
the proof that there are no characteristic covectors to impede this motion will 
be given in Sect. 8.5. 

f 

.. 
2<5 

---+~~.~.~. -. ---------r----~- r 

Diagram Do : Local Morse data. The subspace is thc bollom or the box 

f f 

c 
, , 

fit .-- 2c r 

, . , 

Diagram D,: The sub pace i the bOllom line in the fir t picture 

f f 

" 

fn . ---... . 

-c 

Diagram D2 : The subspace i the bOllom line in the fir t picture 
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I 

. . - 26 
~~ __ ~,~.~,_. __________ ~ ____ -+ ___ r 

" 
" 

--
, , 

Diagram DJ : The ub pace i the bottom and left hand ide in the fir t picture 

J 
I 

------+---~~------- /7f . . ' 26 

" 

Diagram D4 : The subspace is the two edge shown in the first picture 

I 
I 

------+-~~-------- /7f 

" 

, . 

Diagram D,: The subspace i the two edge hown in the firs t picture 

. 
, 
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f f 

------~--~~-------- fn _~~~'~'~' ________ -r2~~ __ ~_ 

'. 

Diagram D.: The subspace is the left edge and righ t diagonal in the first picture 

f f 

--------~~~-------- fn 

, 
. 

. . , 

r 

Diagram D, : The sub pace i the left vertica l edge and bollom diagonal in the first picture 

f f 

. . 
------~~~-------fn 

. ... 2~ . , , 
, , 

. .' . . 

Diagram D8: The ubspace i the left vertical edgc and boltom diagonal in the first picture 
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f p 

--------~~~------- frr 
_-+ _____ ...... ~ rrr 

Diagram 0 9 : The sub paee is the left vertical edge and bottom diagona l in the !irst picture 

f 
p 

--------~~~------- frr 

--+-----....>ooo;~ rrr 

Diagram 0 '0: The ub pace is the left vert ical edge and bottom diagonal in the !irst picture 

f p 

--------~~~------- frr 
_-+ __ -+ ____ rn 

Diagram 0,, : The ub paee is the left vertiealline and bOllom diagonal in the!ir t picture 

8.5. Verifications 

In this section we show how to move the wall and obtain homeomorphisms 
(of pairs) between the realizations of the preceding list of diagrams. The reader 
may check that in each case, the subspace is a union of strata of the realization, 
and that the subspace is taken to the subspace. 

8.5.0. The realizations Z(Do) and Z(Dd are equal. 
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8.5.1. Since the map (r, f): Z --> IR2 is a submersion over the region A~ of 
Sect. 6.2, the corner in the second picture of diagram Dz can be rounded by 
moving the wall. Although this argument is straightforward, we will give it 
here in full because the remainder of this chapter consists of arguments along 
similar lines. 

Consider the following motion of the wall: a one-parameter family of pictures 
Pz,(t) which interpolate between the second picture of diagram Dl and the refine
ment which is obtained from the second picture of diagram Dz by adding a 
fake zero-dimensional stratum to the rounded corner: 

Rounding the corner 

This one-parameter family Pz,(t) of pictures gives rise to a stratified space Y eM 
x IR as follows: 

Y = {(z, t)EM x IR I (r,f)(z)EPz,(t)). 

The allowability of the picture Pz,(t) implies that (each stratum of) each slice 
1; is transverse to (each stratum of) Z. Furthermore, Un, f)-I (Fa) = f- 1 [ -8, CX)) 
is transverse to each stratum in the intersection 1; n Z (where Fa is the first 
picture in the diagram Dl)' Thus, Lemma 4.3 (Moving the wall) gives a stratum 
preserving homeomorphism between the set 

Z(D 1)=Z nUn, f)-I (Fa) n (r, f)-I(Pz,(O)) 
and 

Z (D z) = Z n Un, f) - 1 (Fa) n (r, f) - 1 (Pz,(l)). 

8.5.2. The wall motion from Dz and D3 and from D3 and D4 involve the 
most delicate arguments in this paper. We must first find all the characteristic 
covectors 

),=(u, v, adu+bdv)ET*IRz 

of the projection 

where V = (r, f) - 1 (Pz,) and where the set Pz, is stratified with two strata which 
we will denote by pO (for the interior) and oP (for the boundary). 

Proposition. Suppose the point ZE V gives' rise to the characteristic covector 
A =(u, v, adu +bdv). Then one of the following possibilities holds: 

(a) z=p (so u=v=O) 
(b) z=I=p, but ZEX (so U=V and a=b) 
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(c) z¢X but n(z)=p (so u=O and b=O) 
(d) z¢X but (r,f)(z)E8P. 

Proof We will find the characteristic covectors arising from each of the 
strata of V. The strata of V are of 4 types: 

(1) (r,f)-I(pO)nX 
(2) (r,f)-l(p°)n Y 
(3) (r,f)-1(8P)nX 
(4) (r,f)-1(8P)n Y 

where X is the stratum of Z which contains the critical point p, and Y is any 
other stratum of Z (with Y > X). 

Type 1 and Type 3 strata. The image of the stratum X under (f, f n) is precisely 
the diagonal f = f n. The Type 1 and Type 3 strata therefore give rise to charac
teristic covectors of type (a) and (b). 

Type 2 strata. By Corollary 6.4 the differentials df(z) and d(fn)(z) are linearly 
independent unless n(z)=p, in which case d(fn)(z) = 0 and fn(z)=O. These are 
characteristic covectors of type (c). 

Type 4 strata. These give rise to characteristic covectors of type (d). 0 

We now analyze the covectors of type (d). Choose local coordinates about 
the point z in the stratum Yas follows: let x I, X 2, ... , Xs denote local coordinates 
in the stratum X, such that the critical point p corresponds to the origin. Extend 
these to coordinates on all of Tx (the tubular neighborhood of X in M) so 
that Xi = Xi 0 n, for each i. By the implicit function theorem, the functions 
Xl' X2, ... , Xs and f may be completed to a local coordinate system on Yabout 
the point z by adding some functions YI, Yz, ... , Yr-s-t (where r=dim(Y)). Let 
F denote the restriction of the function f to the stratum X. Thus, 

n(X I ,X2, ... ,X.,f,YI'Y2' ···,Yr-s-d=(XI ,X2, ... ,xs) 

f(X I,X2, ... ,x.,f,Yt,Y2, ···,Yr-s-t)=f 

fn(x\>x 2, ... ,X.,f,Yl,Y2, ···,Yr-s-t)=F(x\>x2, ... ,xs) 

and we may choose the Riemannian metrics so that 

r(z) =rn(z)+ (f(z)- fn(z))2 + g(y) 
i.e., 

r(x l , X2, ... , X., f, YI, Y2, ... , Yr-s-l)= I xf +(f - F(X))2 + g(y) 

where g is some function which depends only on YI, Y2, ... , Yr-s-l· 
At each point (u, v)E8P there are nonnegative numbers a(u, v) and [3(u, v) 

such that adf + [3 dr = O. 

Claim. There are no characteristic covectors of type (d) in the region I u I ~ t:, 
Ivl <t:o If A is a characteristic co vector of type (d), arising from a point 
zE(r,f)-t(8P)n Y, then the slope ofker(A) is: 

-a f(z)- fn(z)-M 

b a 
73+(f(z)- fn(z)) 
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where Jor some i, 

~=(~)(OF(X)). 
M Xi OXi 

ProoJ oj claim. By Lemma 6.7, 6.8, and the assumption 8.1(d) (that (215, E)EAt 
the covectors dJ(z), dJn(z), and dr(z) are linearly independent provided IJ(z)I::;;E 
and IJn(z)1 ::;;10. Thus there are no characteristic covectors in the shaded square. 
By Sect. 1.10, A is a characteristic covector of the projection of a type (4) stratum 
ifrxdJ(z)+f3dr(z) is a multiple (which we may take to be 1) of adJn(z) + bdJ(z). 
Thus, 

adJ + f3[l: Xi dxi+(J - In)(dJ -dJn)+dgJ =adJn+bdJ 

where dfn= L ;F dXi' Equating coefficients of dJ, and coefficients of dXi we 
obtain: Xi 

dg=O 

a+ f3(f(z)- In(z))=b (~1) 

of of 
f3x i-f3(f-In) -=a - (~2). oX i oX i 

Dividing equations (~2) by (~1) gives the desired formula. 0 
The following diagram illustrates tne possible values for the slope of ker(A), 

where A is a characteristic covector of the map (f n, f): V ....... 1R 2 which arises 
from strata of V other than the stratum X which contains the critical point 
(i.e., covectors of types (c) and (d)). There are no characteristic covectors in 
the shaded regions and allowable slopes are designated by line segments in 
the circles. 

8CD 
I 

Kernels of characteristic covectors 

The rounding 
takes place here. 
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Moving the wall. The homeomorphism between Z(D 2 ) and Z(D3) is obtained 
by moving the wall in the first picture Pa. Let Pa(t) denote the following set: 

Pa(t) = {(u, V)ElR2 1 v;:::: -e and (V+e);::::(u+ie) t/(l-t)}. 

f 

~~~+H--~~----------fn 

Moving the wall from diagram D2 to diagram D3 

As t varies from 0 to 1 we obtain a one-parameter family of stratified spaces 
which interpolate between Pa(O) and Pa(l). We must check that the corresponding 
diagrams are allowable, i.e., that at no time t is any stratum of Pa(t) contained 
in the kernel of any characteristic co vector of the projection 

(f, fn) I V: V---+lR2. 

The proposition and claim above guarantee that this wall motion is allowable 
because (a) the point (- 3e/4, -e) is not a characteristic point, and (b) in the 
region of the moving wall, the nondepravity condition guarantees (Sect. 2.5.3) 
that M < 0, so the slope of ker (),) is positive, for any characteristic covector A. 

8.5.3. We want to get from Z(D3) to Z(D 4 ) by moving the wall. Let Pa(t) 
denote the following one parameter family of pictures which interpolate between 
the first picture Pa(O) in diagram D4 and the first picture Pa(l) in diagram Ds: 

Pa(t) = {(u, V)ElR 2 Iu;:::: -3e/4, and v;::::t(u+3e/4)-e}. 

f 

-e 

Moving the wall from diagram D3 to diagram D4 
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We now verify that this motion of the wall is allowable, i.e., that no stratum 
in P"(t) is contained in the kernel of any characteristic covector of the map 
(jn,!): V~IR2 (where V=(r,!)-l(~)). By lemma Sect. 6.8 (and assumption 
8.1(d)) there are no characteristic covectors in the region Ifl<B and IfnISB. 
In the region of the moving wall, the claim and proposition of 8.5.2 above 
imply that the slope of the kernel of any characteristic covector A is not in 
the interval (0, 1J (since a:;::: 0, {3:;:::0,f - fn<O,fn>O and, by 2.5.3, M>O). 0 

8.5.4. Unrounding the corner. This is the same argument as 8.5.1. 

8.5.5. The sets ZeDs) and Z(D6) are identical. 

8.5.6. The homeomorphism between Z(D6) and Z(D 7 ) is obtained by moving 
the wall through a one-parameter family of replacements P"(t) for the first picture 
as follows: 

f 

------~~~~---------frr 

Moving the wall from diagram D6 to diagram D7 

These diagrams are allowable because (by Lemma 6.7 and 6.8) there are no 
characteristic covectors of the map (j n, f): V ~ IR 2 in the region I f Is B, Ifni S B, 
where V = (r,f)-l (~) = {ZEZ I r(z) S 2£5}. 

8.5.7. Move the wall in the first picture p" as follows: 

{ S S S (v-s)(t-1) S} 
P"(t)= (U,V)EIR2Iu:;:::-34,u-4svsu+4'uS t +3 4 , 

f 

------~~r--------frr 

Moving the wall from diagram D7 to diagram DB 
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By Corollary 6.4, the covectors df(z) and dfn(z) are linearly independent for 
all zEZ(D 7 ) (assuming n(z)=l= p). If r(z) = 2<5, then (by Lemma 6.7 and Assumption 
8.1(d)) the covectors dr(z), df(z) and dfn(z) are linearly independent. Thus, 
each diagram in this one-parameter family is allowable, and Lemma 4.3 (moving 
the wall) gives the desired homeomorphism between Z(D 7 ) and Z(Ds). 

8.5.8. The sets Z(Ds) and Z(D9) are identical since r=p+rn. 

8.5.9. A homeomorphism between Z(D9) and Z(D 10) is given as follows: 
first refine the stratification of Z(D9) by adding a "fake" stratum of the form 

Yn{zEZlp(z)=b, rn(z)=<5} 

whenever Y is a stratum of Z, i.e., by adding a zero-dimensional stratum 
(<5, <5)E1R2 to the second picture If, in diagram Dg. The resulting diagram D~ 
is allowable, because by Lemma 6.11 (and Assumption 8.1 (d)) for any zEZ(Dg), 
ifn(z)=l=p, then the covector df(z), dfn(z), dp(z) and drn(z) are linearly indepen
dent when restricted to T" Y (where Y is the stratum of Z which contains the 
point z). Now move the wall as follows: consider the one-parameter family 
of diagrams 

If,(t) = {(u, v)EIR21 v::;;2b-u and v::;;(t-l)(u-<5)+<5}. 

p 

---r--------~~rn 

Moving the wall from diagram D9 to diagram D,O 

By Lemma 6.9 (and Assumption 8.1(d)), if <5::;;p(z)::;;2<5 and <5::;;r(z)::;;2<5, then 
adp(z)+bdrn(z), df(z), and dfn(z) are linearly independent provided a9=O and 
n(z)=l= p. Thus, the diagrams D9(t)=(P", If,(t)) are allowable and Lemma 4.3 (Mov
ing the wall) applies, giving the desired homeomorphism. 

8.5.10. The final wall motion is given by the one-parameter family of pictures 

If,(t) = {(u, V)EIR 21 V::;; <5/2 and u::;; (t -l)(v - c5j2) + <5/2} 

p 

Moving the wall from diagram D ,O to diagram DIl 
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which interpolate between D10 and Du. According to Lemma 6.10 (and 
Assumption 8.1 (d)), if (j 5 rn(z)5 2(j and if (j 5r(z)5 2(j and If(z)1 58, Ifn(z)1 58, 
then the covectors adp(z)+bdr(z), df(z) and dfn(z) are linearly independent 
(provided a;;:::O and b>O). Thus, the diagrams D lO (t)=(P", P"(t)) are allowable 
so we can move the wall as illustrated. 



Chapter 9. Relative Morse Theory 

9.0. Introduction 

The reader who is interested only in Morse theory for singular spaces or for 
nonproper Morse function may skip this chapter. We will consider the Morse 
theory of a composition 

" f X-----.Z-----.IR 

which will eventually be used (in Part II, Sects. 5.1 and 5.1*, with Z=<ClPn) 

to prove a conjecture of Deligne [D1] concerning Lefschetz hyperplane theorems 
for a variety X and an algebraic map n: X --+ <cwn. We will approximate the 
function f by a Morse function, although the composition f n: X --+ IR is not 
Morse (or even Morse-Bott) in any reasonable sense. All attempts to prove 
Deligne's conjecture by approximating f n by a Morse function seem to end 
in failure because one loses curvature estimates on the Morse index of fn. 
Instead, we are forced to "relativize" the Morse theory of f Our main result 
is stated in Sect. 9.S. 

9.1. Definitions 

Suppose Xc M' and Z c M are Whitney stratified (closed) subsets of smooth 
manifolds M' and M. Let n: X --+ Z be a proper surjective stratified map (Sect. 
1.6), i.e., n is the restriction of a smooth map if: M' --+ M and n takes each 
stratum of X submersively to a stratum of Z. We will assume that the strata 
of X are indexed by a partially ordered set II'. Let f: Z --+ IR be a Morse function 
(Sect. 2.1) with a nondegenerate critical point (or a smooth function with a 
nondepraved critical point) pEZ. The preimage n- 1 (p) is called a critical fibre 
and v = f(p) is called its critical value. As in Sect. 3.1 we consider the following 
spaces: 

X ;;a= {XEX Ifn(x):s;;a} 

X <a= {XEX Ifn(x)<a} 

X[a.b]= {XEX I a:S;;fn(x):S;;b}. 

These spaces are Y'-decomposed by their intersection with the strata of X. If 
a and b are regular values, then the above spaces are canonically Whitney 
stratified so that the a- and b-Ievel sets of f n are unions of strata. 
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9.2. Regular Values 

Suppose X ~-. Z ---'!-dR is a relative Morse function on X. Let [a, bJ clR. 
be a closed interval which contains no critical values of In. Then, there is 
an Y'-decomposition preserving (in fact, a stratum preserving) homeomorphism 

h":X:;a~X:;b' 

Proof The same proof as Sects. 3.2 and 7.2 works in the relative case because 
if I is a submersion over the interval [a, b J then so is In. D 

9.3. Relative Morse Data 

For a relative Morse function X ~ Z ---.!-. lR. we define the relative local Morse 
data (A", E") over a critical point PEZ to be the preimage (under n) of the 
local Morse data (A, B) of Sect. 3.3. Similarly we define the relative normal 
Morse data, relative link L", relative (upper and lower) halflinks (C"'+, C"'-) at 
P to be the preimage (under n) of the normal Morse data, the link of P in 
Z, and the (upper and lower) halflinks of P in Z. Each of these spaces is ..'1'
decomposed by its intersection with the strata of X. They are also canonically 
Whitney stratified by a stratification which refines the Y'-decomposition. 

Remark. In each case these definitions involve a choice of Riemannian metric 
on M (the ambient analytic manifold which contains Z), a choice of an 8>0 
and a b > 0 and a choice of a normal slice N c M through the stratum of Z 
which contains the critical point p. However, these choices do not involve data 
or geometry on X - they only involve geometry on Z. 

9.4. Local Relative Morse Data is Morse Data 

The local relative Morse data for In at p is independent of the choice of 8 

or b, or the Riemannian metric. Furthermore, local relative Morse data is Morse 
data for the map n, i.e., there is a (Y'-decomposition preserving) homeomorphism 

X :;V+E~(X :;V-E)UB~(A"). 

Proof The proof is the same as the proofs of Proposition 3.5.3. In Sect. 
7.4 a map F: Z -+lR.2 is constructed, together with a stratified pair (Y, W)clR. 2 

such that F- 1 (Y, W) is local Morse data for Z, and such that any two choices 
F-l(yo, Wo) and F-1(Yb WI) for local Morse data are connected by a one
parameter family F- l (1;, Wr) of local Morse data. For each tE [0, IJ the map 
F is transverse to each stratum of Yr and Wr. Thus, the map (F 0 n): X -+ lR. 2 
is also transverse to each stratum of Yr an<,i Wr. Thus, Lemma 4.3 (Moving 
the wall) applies to this map as well, giving an Y'-decomposition preserving 
homeomorphism between the local relative Morse data, 

(Fon)-l(yo, Wo) and (Fon)-I(y1, WI)' 
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Similarly, the proof (Sect. 7.6) that local Morse data is Morse data works also 
in the relative case: we only observe that the map F: Z ---+ lR 2 is transverse 
to each stratum of a certain one-parameter family of Whitney stratified sets 
1;, and so the map (F 0 n): X ---+ lR 2 is also transverse to each stratum of 1;. 
Thus, Lemma 4.3 applies to the composition F 0 n, giving a homeomorphism 
between 

9.5. The Main Theorem in the Relative Case 

If f: Z ---+ lR is a Morse function, or a function with a nondepraved critical point 
PEZ, and if n: X ---+ Z is a surjective stratified map, then the local relative Morse 
data for the composition (f n): X ---+ lR is homeomorphic (by an 9"-decomposition 
preserving homeomorphism of pairs) to the product 

(tangential Morse data of f) x (relative normal Morse data for fn) 

where the first factor is trivially decomposed as a single piece and the second 
factor is 9"-decomposed by its intersection with the strata of X. 

Proof The proof is a relative version of Sect. 8. The characteristic covectors 
of a map F: Z ---+ lR 2 are the same as the characteristic covectors of the map 
(Fan): X ---+lR2, so each of the moving wall arguments in Sect. 8 may be applied 
directly to X. 0 

9.6. Halflinks 

Relative normal Morse data and relative upper and lower halflinks are well
defined (i.e., are independent of the choice of Riemannian metric on M, normal 
slice through the critical point PEZ, and of the choice of /:: and b), and depend 
only on the differential df(p) of the Morse function f The same holds when 
p is a nondepraved critical point off 

Theorem. The boundaries of the relative half7inks, o{"± are homeomorphic 
by some stratum preserving homeomorphism. The union 

is homeomorphic (by an 9"-decomposition preserving homeomorphism) to the rela
tive link L" = n -1 (L) of the stratum containing the point p. 

Proofs. The proofs of these theorems are simply relative versions of the 
proofs found in Sect. 7. As in the preceding sections, we need only observe 
that if F: Z ---+ lR 2 is transverse to some Whitney stratified subset Y c lR 2 , then 
so is the map (Fan): X ---+lR2 • D 
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9.7. Normal Morse Data and the Halflink 

Define the special fibre p" = n- 1 (p). Let N" denote the (relative) normal slice 
at p. Choose 8>0 and b>O so that the point (b, 8) is an element of the fringed 
set A2 which was defined in Sect. 6.5. For notational simplicity we suppose 
V= f(p)=O. Let 

U = n- I (N n Bo(p) n Z) au = n- 1 (N n aBo(p) n Z). 

By [G2] there is a (weak) deformation retraction ¢: U --> p". Construct the rela
tive halflink with respect to this choice of 8 and b, i.e., 

r± =n- I (Z nBo(p)nf-l(±8)). 

Definition. The specialization map ¢: t" ± --> p" is the restriction of ¢ to the 
halflink. 

Proposition. The relative normal Morse data for f n has the homotopy type 
of the pair 

where cyl denotes the mapping cylinder of the specialization map ¢. 

Proof It is easy to see that U - p" is homeomorphic to au x (0, 1]. The 
map ¢ I au: au --> p" is homotopic to the inclusion au --> u. Therefore, the fol
lowing triples are homotopy equivalent: 

(cyl(aU --> p"), au, au n n- 1 f-l( - 00, -8)) 
and 

(U,aU,aunn- 1f- 1 (-oo, -8)). 

Now use the same moving wall argument (and notation) as in Sects. 7.8 and 
7.9 to find homeomorphisms as follows: 

Normal Morse data=n- I F- 1 (Box(b, 8), Bottom(b, 8)) 

~n-l F- 1(Halfspace(b), RS-(b, 8)) 

~(U,aUnn-If-I(-oo, -8)) 

~(cyl(aU --> p"), au nn- I f- I (- 00, -8)) 

~(cyl(n-l F- 1 (RS+ uRSuRS-)-->p"), n- 1 F- 1 (RS-)) 

~(cyl(n-l F- I (Top u RS u Bottom) --> p"), n- I F- 1 (Bottom)) 

~ (cyl (n -1 (r U at r) --> n - 1 (p)), n- I (r)). (**) 

However, the same homotopy argument as in Corollary 3.11 shows that this 
pair has the same homotopy type as the pair 

Remark. It can be shown that the homotopy equivalence (*) is a homeo
morphism; however, it does not preserve the Y'-decomposition of the spaces 
involved unless the map n is finite (i.e., the fibres of n consist of finitely many 
points). 
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9.S. Summary of Homotopy Consequences 

Suppose Z is a Whitney stratified space, n: X ----> Z is a proper surjective stratified 
map, f: Z ----> IR is a proper Morse function, and [a, b] c IR is an interval which 
contains no critical values except for a single isolated critical value vE(a, b) 
which corresponds to a critical point p which lies in some stratum S of Z. 
Let A be the Morse index of f I S at the point p. 

Theorem. The space X ,;;b has the homotopy type of a space which is obtained 
from X ,;;a by attaching the pair 

(DA, aDA) x (cyl (t" - ----> n -1 (p)), t"-). 

Proof By Sect. 9.4, the local Morse data is Morse data. By Sect. 9.5, this 
is a product of normal and tangential Morse data. By remark 3.5.4, the tangential 
Morse data has the homotopy type of the pair (DA, aDA). By Sect. 9.7, the normal 
Morse data has the homotopy type of the pair (cyl(t"- ---->n- 1 (p)), t"-). D 



Chapter 10. Nonproper Morse Functions 

It is often necessary to consider a "Morse function" f: X --+ 1R which is not 
proper, but which can be extended to a proper function 1: Z --+1R where Z 
contains X as a dense open subset. For example, Z may be a compactification 
of some noncompact algebraic variety Xc <rIPn, and f may be a smooth function 
defined on the ambient <rIPn. We shall assume that it is possible to find a stratifi
cation of Z so that Xc Z is a union of strata. Thus, X is obtained from Z 
by removing certain strata. The main theorems (Sects. 3.7, 3.10, 3.11) continue 
to apply to X, because we simply remove the same strata from both sides 
of the homeomorphisms. Since these homeomorphisms were originally proven 
to be decomposition preserving, it is a triviality that they induce homeomor
phisms on unions of pieces in the decomposition. However, Proposition 3.2 
is no longer strictly true in this context unless we also consider the effect on 
X sv of critical values v which correspond to critical points PEZ which do not 
lie in X. Our main theorems also apply to these "critical points at infinity". 
For all the applications which we consider, X will be an open dense subset 
of Z. However, the results of this chapter apply to any union of strata Xc Z, 
and so we will not even assume that X is locally closed in Z. 

10.1. Definitions 

Throughout this chapter, Z will denote a Whitney stratified (closed) subset of 
some smooth manifold M. The strata of Z will be indexed by a partially ordered 
set Y'. We will be interested in applying Morse theory to a subset X cZ which 
is a union of strata corresponding to a partially ordered subset :Y c !I', i.e., 

X=Znl:Yl= U Si 
ieff 

where {SJ are the strata of Z (i.e., the pieces of the 9'-decomposition: see Sect. 
1.1). 

For each stratum S of Z we define the link of S in X to be the intersection 
of X with the link of S in Z. This is well-defined whether or not S is a stratum 
of X. 

We fix a smooth function f: M --+ 1R whose restriction to Z is proper and 
has a non depraved critical point PEZ with critical value f(p)=O. Such a critical 
point PEZ may be one of two types: an "ordinary" critical point (pEX) or 
a "critical point at infinity" (pEZ - X). 
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As in Sect. 3, we use the symbol X "a to denote the space X nf- 1 (- 00, a], 
together with its decomposition into strata, indexed by :Y. 

10.2. Regular Values 

Suppose [a, b] c JR contains no critical values of f: Z ~ JR. 

Theorem. There is a ff-decomposition preserving homeomorphism 

Proof By Proposition 3.2 there is an 9'-decomposition preserving homeo
morphism Z" a ~ Z "b. This restricts to a homeomorphism 

X"a=lfflnZ"a~lfflnZ"b=X"b· 0 

10.3. Morse Data in the Nonproper Case 

Let S denote the stratum of Z which contains the critical point p. Let (lz, K z) 
denote the local Morse data (resp. normal Morse data, resp. normal slice, resp. 
upper or lower halflink) for f: Z ~ JR at the point p. (This involves a choice 
of a distance function r, an B> 0, a c5 > 0 and a normal slice N. See Sects. 3.4, 
3.5, 3.6, 3.9, 7.3, 7.4.) Define the local Morse data (resp. normal Morse data, 
resp. normal slice, resp. upper or lower halflink) for f I X: X ~ JR to be the 
intersection 

Since (lz, K z) is an 9'-decomposed space, the pair (lx, Kx) is canonically ff
decomposed. 

We define the tangential Morse data (A, B) for f: X ~ JR to be the tangential 
Morse data 

for the function f: Z ~ JR (where B > 0 and c5 > 0 are chosen as in Sects. 3.3 
or 7.3). Tangential Morse data is a subset of a single stratum S, so it has 
a trivial decomposition. 

10.4. Local Morse Data is Morse Data 

Let (lx, Kx) denote the local Morse data for X at the critical point p. 

Theorem. For B > 0 sufficiently small, there is a ff-decomposition preserving 
homeomorphism 

Proof By Sect. 7.6 there is an 9'-decomposition preserving homeomorphism 
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and this restricts to the desired homeomorphism on those pieces of the decompo
sition which are indexed by the subset g: 0 

10.5. The Main Theorem in the Nonproper Case 

Let (lx, Kx) denote the local Morse data for the map f: X ~ lR at the critical 
point p. Let (A, B) denote the tangential Morse data at p, and let (Px, Qx) denote 
the normal Morse data for X at p. Then there is a §,-decomposition preserving 
homeomorphism 

Proof By Sects. 3.7 and 8 there is an 9'-decomposition preserving homeo
morphism 

where (Jz , K z) (resp. (Pz, Qz)) denotes the local (resp. normal) Morse data for 
f: Z ~ lR at the point p. This homeomorphism restricts to a homeomorphism 
of those pieces of the decomposition which are indexed by g: 0 

10.6. Halflinks 

Let t;, tx, atx denote the upper halflink, lower halflink, and boundary of 
the halflink in X of the point p and let Lx denote the link of the stratum 
S in X at the point p (these are the intersections with X of the upper halflink, 
lower halflink, boundary of the halflink, and link of S in Z). 

Theorem. There is a §,-decomposition preserving homeomorphism 

Lx;:;:,t; uiJtxtx· 
Proof By Sect. 7.7 there is an 9'-decomposition preserving homeomorphism 

L z ;:;:' tz+ U Btz tz-

which therefore restricts to the desired homeomorphism on Lx. 0 

10.7. Normal Morse Data and the Halflink 

Throughout this section N will denote a normal slice through the critical point 
p, and 15>0 will be fixed so that B{j(p)nN is compact and oB{j(p) is transverse 
to each stratum of N. Let t} = tl n X denote the halflink for X at the point p. 

Proposition 1. If PEX, then the normal Morse data has the homotopy of 
the pair 

Proof This follows from Sects. 3.11.2 and 3: 11.3. The deformation retraction 
in Sect. 3.11.3 is 9'-decomposition preserving, so it restricts to a deformation 
retraction on those pieces of the 9'-decomposition which are indexed by elements 
of §' c9'. 0 
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Now suppose that PEZ - X is a critical point at infinity. Since the homeo
morphism in Sect. 3.11 preserves the Y'-decomposition, we see by removing 
the cone point that the normal Morse data for f I X at p is homeomorphic 
to the pair 

It follows from the excision property for Morse data (Sect. 3.3) that the pair 
(tx+, Otx+) is homotopy Morse data (see Sect. 3.3) for the normal slice N n Bo(p), 
even though it is not homotopy equivalent to the normal Morse data. Neverthe
less, for the purpose of understanding homotopy type the normal Morse data 
can be replaced by the pair (t;, atx+), and this pair is more convenient to 
use. We make this explicit in the following definition: Any pair (P, Q) which 
is homotopy equivalent to the pair (t;, at;) will be called homotopy normal 
Morse data. 

Proposition 2. If P E Z - X and if (P, Q) is homotopy normal Morse data and 
(A, B) is tangential Morse data for f at p, then the pair 

(A, B) x (P, Q) 

is homotopy Morse data for f I X at p. 

Proof By Sects. 3.11 and 10.5, the local Morse data for f I X at p is homeo
morphic to the pair 

Thus, (by the excision property for Morse data and the fact that at; is collared 
in tx+) the pair 

(A, B) x (tx+, at;) x (0, 1] 

is Morse data for f at p. Thus, (A, B) x (tx+, Otx+) is homotopy Morse data 
for fiX at p. 

10.8. Summary of Homotopy Consequences 

Suppose Z is Whitney stratified space, and Xc Z is a union of strata of Z. 
Suppose f: Z -+ 1R is a proper Morse function, and [a, b] c 1R is an interval 
which contains no critical values except for a single isolated critical value vE(a, b) 
which corresponds to a critical point p which lies in some stratum S of Z. 
Let A be the Morse index of f I S at the point p. 

Theorem. If PEX, then the space X';'b has the homotopy type of a space 
which is obtained from X ,;,a by attaching the pair 

(DA, aDA) x (cone (tx-), t x-). 

If p¢:X then the space X';'b has the homotopy type of a space obtained from 
X,;,a by attaching the pair 
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Proof If PEX then, by Sect. 10.4, the local Morse data is Morse data. By 
Sect. 10.5, this is a product of normal and tangential Morse data. By Remark 
3.5.4, the tangential Morse data has the homotopy type of the pair (DA, aDA). 
By Sect. 10.7, the normal Morse data has the homotopy type of (cone (t-), t-). 
Thus, the pair (DA, aDA) x (cone (r), t-) is homotopy Morse data. 

If p¢X, then by Sect. 10.7, the pair (D\ aDA) x (r, at+) is homotopy Morse 
data. 

Thus, the space X";b has the homotopy type of the adjunction space 
X,,;a u (homotopy Morse data) (for some choice of attaching map). D 



Chapter 11. Relative Morse Theory 
of N onproper Functions 

This section is the common generalization of Chapters 9 and 10. 

11.1. Definitions 

We shall assume Z is a closed Whitney stratified subset of some smooth manifold 
M, and that f: M ---+ JR is a smooth function such that f I Z is proper and has 
a nondepraved critical point PEZ with isolated critical value f(p)=O. Let S 
denote the stratum of Z which contains the point p. 

Let X be a Whitney stratified set and let if: X ---+ Z be a stratified surjective 
proper map (see Sect. 1.6), i.e., if takes each stratum of X submersively to a 
stratum of Z. Let us suppose that the strata in X are indexed by some partially 
ordered set ff and that X eX is a union of strata of X, corresponding to 
a partially ordered subset !I e!f. We wish to consider the Morse theory of 
the composition (f 0 n): X ---+ JR (where n = if I X). 

11.2. Regular Values 

XeX 

\j. 
Z--~JR 

J 

Suppose the closed interval [a, b] contains no critical values of the map f: Z ---+ JR. 

Theorem. There is a !I-decomposition preserving homeomorphism X "a~X "b' 

Proof By Sect. 9.2, the homeomorphism X "a~X"b preserves the ff-decom
position. 0 

11.3. Morse Data in the Relative Nonproper Case 

Let (Jz, K z) denote the local Morse data for the map f: Z ---+ JR at the point 
p. Let (Pz, Qz) denote the normal Morse data, (A, B) denote the tangential Morse 
data, and tl denote the halflink for Z at the point p. By Sect. 9.3 each of 
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the preimages 

ii- 1 (JZ ' K z), ii- 1 (Pz, Qz), ii- 1 (t/,otz+), ii- 1 (tz-,otz-) 

are canonically 9'-decomposed, and the homeomorphisms (Sects. 9.4, 9.5, 9.6) 
are 9'-decomposition preserving. 

Definition. The relative local Morse data (J~, K~) (resp. the relative normal 
Morse data (P;, Q~), resp. the relative upper halflink (tr, otr)) is defined by: 

(J~, K~) =(n- 1 (Jz), n- 1 (Kz)) =(X n ii- 1 (Jz), X n ii- 1 (Kz)) 

(P;, Q~) =(n- 1 (Pz), n- 1 (Qz)) = (X n ii- 1 (Pz), X n ii- 1 (Qz)) 

(t;+, ot;+) =(n- 1 (tz+), n- 1 (otz+» = (X n ii- 1 (tn, X n ii- 1 (otz+)). 

11.4. Local Morse Data is Morse Data 

Let (J~, K~) denote the local Morse data for X at the critical point p. 

Theorem. For e>O sufficiently small, there is a ff-decomposition preserving 
homeomorphism 

Proof This follows immediately from Sect. 9.4 and the fact the homeomor
phism preserves the 9'-decomposition. . D 

11.5. The Main Theorem in the Relative Nonproper Case 

Let (J~, K~) denote the local Morse data for the map fn: X -+JR at the critical 
point p. Let (A, B) denote the tangential Morse data at p, and let (P;, Q~) 
denote the normal Morse data for X at p. Then there is a ff-decomposition 
preserving homeomorphism 

(J~, K~) ~ (A, B) x (P;, Q~). 

Proof This follows immediately from Sect. 9.5 and the fact the homeomor-
phism preserves the 9'-decomposition. D . 

11.6. Halflinks 

Let t; +, t;-, 0 t; denote the upper halflink, lower halflink, and boundary of 
the halflink in X of the point p and let L"x denote the link of the stratum 
S in X at the point p (these are the intersections with X of the relative upper 
halflink, relative lower halflink, boundary of the relative halflink, and relative 
link of S in X). 

Theorem. There is a ff-decomposition preserving homeomorphism 

L"x ~ (tr) U ilt:i (t;-). 
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Proof This follows immediately from Sect. 9.6 and the fact that the homeo
morphism preserves the Y-decomposition. 0 

11.7. Normal Morse Data and the Halflink 

The statements in Sect. 9.7 do not immediately generalize to the case of a 
nonproper Morse function because the homotopy equivalence in Sect. 9.7(*) 
does not preserve strata near n- 1 (p). However, if the fibre n- 1 (p) is contained 
in either X or X - X, then we obtain results analogous to those of Sect. 10.7. 

Theorem 1. If X is locally closed in X and if the whole fibre n- 1 (p) is con
tained in X, then the normal relative Morse data at p has the homotopy type 
of the pair 

Proof The projection n: X .....,. Z is proper near the fibre n - 1 (p), so the results 
of Sect. 9.7 apply. D 

If n- 1 (p)cX -X (i.e., if p is a critical point at infinity), then the normal 
Morse data can be replaced by the pair (t;+, a t;). We make this explicit in 
the following definition and proposition: Any pair (P, Q) which is homotopy 
equivalent to the pair (t;+, at;) will be called homotopy relative normal Morse 
data. 

Theorem 2. Suppose n- 1 (p)cX -X, that (P, Q) is homotopy relative normal 
Morse data at p and (A, B) is tangential Morse data for f at p. Then the pair 
(A, B) x (P, Q) is homotopy Morse data for f at p. 

Proof If we remove the fibre over p in the argument of Sect. 9.7, we obtain 
a stratum preserving homeomorphism between the normal Morse data for 
fan: X .....,.JR, and the pair 

which therefore restricts to a homeomorphism between the normal Morse data 
for fan I x: X .....,.JR at the point p, and the pair 

(t;+ uiJt~ tr, tr) x (0, 1]. 

Thus (by the excision property for Morse data, Sect. 3.3), the pair 

(A, B) x (t;+, at;) x (0, 1] 

is Morse data for fan I x: X .....,.JR at p, so the pair 

(A, B) x (t;+, at;) 

is homotopy Morse data at p. D 

11.8. Summary of Homotopy Consequences 

Suppose Z is a Whitney stratified space, and n: X .....,. Z is a proper surjective 
stratified map. Let X c X be an open dense subset which is a union of strata 
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of X. Suppose f: Z -4 IR is a proper Morse function, and [a, b] e IR is an interval 
which contains no critical values except for a single isolated critical value vE(a, b) 
which corresponds to a critical point p which lies in some stratum S of Z. 
Let A be the Morse index of f I S at the point p. 

Theorem. If n- 1 (p) eX then the space X 5,b has the homotopy type of a space 
which is obtained from X 5,a by attaching the pair 

(DA, aDA) x (cyl (t"- -4 n- 1 (p)), t"-). 

If n -I (p) e X - x, then the space X 5,b has the homotopy type of a space obtained 
from X 5,a by attaching the pair 

(DA, aDA) x (tr, at;+). 

Proof By Sect. 11.4, the local Morse data is Morse data. By Sect. 11.5, 
this is a product of normal and tangential Morse data. By Remark 3.5.4, the 
tangential Morse data has the homotopy type of the pair (DA, aDA). By Sect. 
11.7, the normal Morse data has the homotopy type of either (cyl(t"
-4n- l (p)), t"-) or (t;+, atr), depending on whether n-l(p)eX or 
n-1(p)eX -X. D 



Chapter 12. Normal Morse Data of Two Morse Functions 

In this chapter we analyze the normal Morse data at a critical point PEZ 
of a function II : Z -> 1R under the assumption that there exists a second function 
12: Z -> 1R such that the map (fl' 12): Z -> 1R 2 has a nondegenerate critical point 
at p (see below). 

Our main application of this section is to the situation where Z is a complex 
analytic variety and II is the real part of a complex analytic function 1=11 
+ iI2: Z -> <C. However, the same situation occurs when Z is a real analytic 
variety such that the set of degenerate characteristic covectors at the point 
p has codimension > 1 in the space of characteristic covectors (see Sect. 1.8). 
We find that in this case the halflink t is a product, 

t=t' x [0, 1J 

that there is a "monodromy" homeomorphism /1: t' -> t', and that the link L 
of p and the normal Morse data can be completely described in terms of this 
auxiliary space t', using a stratified generalization of the Milnor fibration theo
rem [Mi2]. If 11 is the real part of a complex analytic function f, then the 
space t' is called the complex link, and will be the main object of study in 
Part II. 

12.1. Definitions 

Throughout this chapter we will fix a smooth manifold M, a closed Whitney 
stratified subset ZcM, a point PEZ which lies in some stratum S of Z, a 
normal slice N = N' n Z (where N' is a smooth submanifold of M which meets 
the stratum S transversally in a single point {pD. We suppose the strata of 
Z are indexed by some partially ordered set :7. We also fix smooth functions 
11 and 12 which are defined on M, and whose restriction to Z is proper. We 
shall use the notation I =(f1,f2): Z ->1R2. We suppose that p is a critical point 
of f, i.e., dI(p)(TpS)=O, and that this critical point is nondegenerate in the 
following sense: for every generalized tangent space Q at the point p, we have 

except for the single case Q = Tp S. We fix a Riemannian metric on M, and 
let r(z) denote the square of the distance between the points p and z. 
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The following two sections (12.2 and 12.3) contain technical lemmas on 
choices of e and b, which will be used in the definition of the complex link. 
The main definitions and results continue in Sects. 12.4 and 12.5. 

12.2. Characteristic Covectors of the Normal Slice for a Pair of Functions 

Throughout this section, N = N' n Z will denote a normal slice through p. 

Definition. If A c lR + x lR + is a fringed set of type 0 < v ~ u ~ 1, we shall 
use the symbol A # to denote the subset of lR + x lR x lR which is given by 

A # = {(u, VI' V2)ElR + X lR11(u< V(Vi+V~)EA}. 

Lemma. (1) There exists a fringed set A clR + x lR + such that the map 
(r, fl' f2): N ~ lR x lR 1 has no characteristic covectors in the region A # . 

(2) There exists ro>O such that if ),=(u, VI' V1 , adu+bdv 1 +cdv2) is a 
nonzero characteristic covector of the map (r, ft> f2) I N, and if 0 < u::;; r 0 then 
- ctJ <a/(bv 1 +cv2)<0. 

Remark. Property (2) says that if a plane P is the kernel of the characteristic 
co vector A, then P intersects the r axis at some point (w, 0, 0) such that w < u. 

" Proof of 1. The proof is similar to that in Sec~. 6.2. Since the set of characteris
tic covectors is closed in T* lR 3, the existence of a set A # with no characteristic 
covectors is equivalent to the statement that there are no characteristic covectors 
over any point (u, O)ElR x lR 2 for u sufficiently small. Suppose this were false, 
i.e., that there is a sequence of points PiEN nf- 1 (0) which converge to p, such 
that dr(pJ, dfl(Pi), and dfl(pJ are linearly dependent when restricted to the 
stratum Y of N which contains the point Pi- This means that dfl (pJ and dfl(pJ 
are linearly dependent when restricted to TPi Y n ker d r(pJ By restricting to a 
subsequence if necessary, we may suppose that. the points Pi are all contained 
in the same stratum Y of N, that the tangent planes at Pi converge to some 
limiting plane r, and that the secant lines (= P Pi converge to some limiting 
line t. 

We may assume that Y>S. By Whitney's condition B, 

r = lim [ti E8 TPi Y n ker dr(pJ] 
i- 00 

and this liniit is a perpendicular direct sum. It follows that the rank of (dfl (p), 
df2 (p)) I r is less than or equal to one, because 

(a) dfl (p)(t) = df2 (p)(t) = 0 since f(pJ = f(p) and 
(b) dfl (p) and dfl (p) are linearly dependent when restricted to 

lim (Tpi Ynkerdr(pJ). 
This contradicts the assumption that (dfl (p), df2(P)) is nondegenerate. 

Proof of 2. (This proof follows the method of Step 3 in Sect. 6.2.) Assume 
that the second part of the proposition is false, i.e., that there is a sequence 
of points PiEN converging top and a sequence of numbers ai, bi, CiElR such 
that the covector 
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vanish on the tangent spaces TPi y;, (where Y; is the stratum of N with contains 
the point Pi) such that 

aj(bi fl (pJ + Ci f2 (Pi))?: O. 

Replace the sequence {p;} by a subsequence so that all the points Pi are contained 
in the same stratum Y of N, so that the secant lines P Pi converge to a limiting 
line t, so that the tangent planes ~i Y converge to a limiting plane T, and 
so that the angle ei=arctan(bJci) converges to some limiting angle e. Multiply
ing the numbers (ai' bi' c;) by a factor, we may also assume that ai?: 0 for all 
i. Let Vi=(Pi-P)/lpi-pl. These converge to a limiting unit vector VET. Consider 
the equation 

The first term is clearly positive (since Pi =1= p), so 

(sin eJ dfl (Pi)(Vi) + (cos eJ df2 (pJ(vJ <0. 

Taking the limit, 

(sin e) dfl (p)(V) + (cos e) df2 (p)(v):::;; O. 

Since (ft. f2) is nondegenerate, this quantity does not vanish, i.e., 

o > (sin e) dfl (p)(V) + (cos e) df2 (p)(v) = lim (bJI (pJ + cJ2(pJ)jD 
i-+ 00 

where 
D=lpi-pl Y(bf+cf). 

Thus, for sufficiently large i, we have bJI (Pi) + CJ2 (Pi) < 0, which contradicts 
the assumption. D 

12.3. Characteristic Covectors of a Level 

We would like to have an understanding (similar to that in Sect. 12.2) of the 
characteristic covectors of the map 

(r, f2) I N (1fl- 1 (ry): N (1fl- 1 (ry) -> IR 2. 

Unfortunately, estimates as in Sect. 12.2 do not hold for such a map unless 
we choose Iryl to be extremely small, and unless we also exclude a neighborhood 
of the origin in IR 2 • 

Lemma. Fix (15, e)EA such that b:::;ro (where A and ro were found in Lemma 
12.2). There exists ry > 0 with the following property: If A = (u, VI' v2, ad u 
+bdvi +cdv2)ET*1R3 is a characteristic co vector of the map (r,ft.f2): N ->1R3 
and ifO<lul:::;;b, Ivll:::;;ry, and vt+V~?:e2 then a/cv2<0. 

Proof Step 1. We consider the special case VI = O. If A is a characteristic 
covector, then there is a point q E N such that ad r (q) + b d fl (q) + cd f2 (q) vanishes 
on Yq Y. By Sect. 12.2 this implies (since u =1= 0) 
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a/(bfl (q) + efz (q)) < 0. 

Butfl(q)=O, so a/efz(q) <0, as desired. 

Step 2. Sublemma. Let g: IR3-+IR denote the projection g(u, VI' VZ)=v I . Let 
n: T* IR 3 -+ IR 3 be the projection. Suppose K is a compact subset of IR 3, V 
is a closed conical subset of unit vectors in T*IR3 , and that for any 

A=(U, 0, Vz, adu+bdv i +edvz)En- 1 (g-I(O)nK)n V 

we have 
a/evz <0. 

Then there exists 1]0>0 so that for any I]E[ -1]0' 1]0J and for any 

A=(U, 1], Vz , adu+bdv i +edvz)En-l(g-I(I])nK)n V 

we have a/evz <0. 

Proof of sub lemma. The sub lemma is easily proven by contradicton, using 
the fact that K is compact and V is closed. 

Step 3. Let V denote the closed subset of T* IR 3 consisting of all unit charac
teristic covectors of the map 

(r,fl,fz)IN: N -+IR3. 

Let K' c N denote the compact set 

K' = {zEN I r(z):<;;; band fl (z)Z + fz (z)Z ~ eZ}. 

Let K denote the compact subset ofIR3, K = (r,fl ,fz)(K'). Note: p¢K'. 
In step 1 we verified the hypotheses of the sublemma, so we conclude that 

there is an 1]0> ° so that for any I] E [ -1]0' 1]0J, every characteristic covector 

A =(u, 1], Vz , adu + bdv i + edvz) 

of the map (r,fl,fz): N -+IR3 satisfies a/evz<O, provided that (u, 1], Vz)EK. Thus, 
the number 1]0 satisfies the requirements of the lemma. D 

12.4. The Quarterlink and Related Spaces 

Suppose as above that p E Z is a nondepraved critical point of a pair offunctions 
(fl ,fz): Z -+ IR z. By Sect. 12.2, Lemma 1 there is a fringed set A c IR + x IR + 

of type 0< e ~ b ~ 1 such that the map (r, fl' fz) IN: N -+ IR 3 has no characteristic 
covectors in the region A #. Now fix (b, e)EA. 

Definition. 0. The disk and ball, 

D,={(EIRZI I(I:<;;;e} 

Nb=N nBb(P) 
D?=D,-aD, 

1. The quarterlink and its boundary: 

aD,={(EIRzll(l=e} 

8Nb=N naBb(p) 

Nl=Nb-aNb· 

t' = f- I (e, 0) nNb at' = f-I(e, O)n aNb. 
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2. The cylindrical neighborhood of p, its interior and boundary (called the 
"particular neighborhood" in [GM3J): 

C = f- I (D,)n Nr, CO = f-l(D?)n NbO 

L=oC=C-Co=LhuLv (see below). 

3. The horizontal and vertical parts of the link 

Lh=f-I(D,)noNb L~=f-l(D?)noNb 

Lv= f- I (oD,)nNb L~= f- 1 (oD,)n NbO 

oLh=oLv = f- 1 (oD,)n oNb. 

Each of these spaces is Y'-decomposed by its intersection with the strata of 
N (with are also the strata of Z) and are canonically Whitney stratified since 
each is a transversal intersection of Whitney stratified spaces. The following 
schematic diagram illustrates the cylindrical neighborhood for the pair of func
tions f: lR 3 --* lR 2 which is given by linear projection: 

, 
--j-----

I---~-·p 

The ball B b (p) in the normal slice The cylindrical neighborhood C 

The vertical part Lv of the link The horizontal part Lh of the link 

Theorem. The homeomorphism type of each of the above spaces is independent 
of the choices of the normal slice N, the metric r, or the choice of e and b. 
The homeomorphisms may be taken to preserve the Y'-decompositions and the 
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Whitney stratifications. Furthermore, there is a natural choice for such a homeo
morphism, which is well defined up to isotopy. 

Proof The proof is similar to that in I Sects. 7.4 and 7.5, so we will only 
sketch it here. First we show that between any two allowable choices for N, 
r, e and b, there is a smooth one-parameter family of such choices. Let 
No = N~ n Z and N1 = N{ n Z be two normal slices at p, where N~ and N{ are 
smooth sub manifolds of M which meet S transversally at the point p. Then, 
there is a smooth one-parameter family of submanifolds N; which connects 
them (i.e., there is a smooth submanifold N' c M x lR whose projection to lR 
has no critical points, such that N~ = N' n M x {O} and N{ = N' n M x {I}). 

If ro and r 1 are two distance functions corresponding to two choices of 
Riemannian metrics go and gl, then gt= tg 1 + (1- t) go is a one-parameter family 
of metrics connecting them, which gives rise to a one-parameter family of dis
tance functions from p, r t • 

We now have a one-parameter family of spaces Nt and maps (rnf): Nt ---+lR3 

to a wall space. Consider the set A c [0, 1] x lR + x lR + consisting of all points 
(t, b, e) such that the map 

(rt,J1 ,Jz) 1 Nt: Nt ---+ lR 3 

has no characteristic covectors at point in the set 

{(u, V 1 , Vz)ElR + x lRzl u = b, V(vi + v~) ~ e}. 

It is easy to see that this set A is open in [0, 1] x lR + x lR + (since (dfdp), dfz(p)) 
is nondegenerate). Thus, A contains a one-parameter family of fringed sets, 
At c lR + x lR +, whose union is also an open subset of [0, 1] x lR + x lR +, such 
that A t# contains no characteristic covectors of the map (ro f,). By I Sect. 5.4, 
there is a smooth one-parameter family of choices (b t , et)EAt connecting the 
two original choices of e and b. 

Each of the spaces t', at', L, C, L h , Lv, etc., can be written as the preimage 
under (r, f) of some stratified subset T of the wall space lR3 . Between any two 
choices of the data (N, r, e, b) there is a one-parameter family of the correspond
ing subsets of lR 3. The lemma on moving the wall then gives a (stratum preserv
ing) homeomorphism between the corresponding preimages. For example, 
t'=(r,f)-l(T), where 

T= {(u, e, 0)ElR3 1 u ~b}. 

Given a one-parameter family as constructed above, let 

7; = {(u, eo O)ElR 31 u ~ bt }. 

Then moving the wall defines a homeomorphism between 

t~=(ro,Jo)-l(To) and t; =(r1 ,J1)-1(Td. 

Proof of "furthermore n. Suppose we have two different one-parameter fami
lies of normal slices connecting N~ and N{,. and two different one-parameter 
families of distance functions connecting r 0 and r 1, and two different one-parame
ter families of choices for (b, e). These give rise to two different homeomorphisms 
G and H. It is easy to find a two-parameter family of normal slices ~s, t) and 
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distance functions r(s, t) which connect these one-parameter families. Proposi
tion I Sect. 5.5 now provides the appropriate two-parameter family of choices 
(b(s, t), £(s, t»), so that for each value of sand t the corresponding map 

(r(S, t), fl' f2) I Nrs. t): Nrs. I) -+ 1R 3 

has no characteristic covectors at points in the set 

{(u, Vi' V2) I u = b(s. I), V(vi + vD s £(s, t)}. 
This gives rise (by moving the wall as above) to a one-parameter family of 
homeomorphisms between G and H. D 

12.5. Local Structure of the Normal Slice: The Milnor Fibration 

The following statements (a), (b), (c), and (d) are the key technical lemmas which 
allow us to analyze the normal Morse data for complex analytic varieties. We 
use the notation established above, i.e., f: Z -+ 1R 2 has a nondegenerate critical 
point at p, and N is a normal slice through p. Choose numbers 0 < 11 ~ £ ~ b 
so that (b, £) lies in the fringed set A, and IJ satisfies the conclusion of Lemma 
12.3. 

We show in the proposition below that the vertical part of the link is a 
fibre bundle over the circle, with fibre homeomorphic to the quarterlink (see 
[Mi2] or [Le3]). In Part (e) we show that the horizontal part of the link is 
a product of a two-disk with the boundary of the quarterlink. The intersection 
of these two pieces of the link is collared in both pieces and the collared neighbor
hood is a trivial bundle over the circle. This collaring restricts in each fibre 
to a collaring of at' in t'. We also show (in parts (b) and (c)) that although 
the cylindrical neighborhood C is a different shape from the usual "conical 
neighborhood" Nt" it is also conical and, when cut off by the values fl- 1 (±I1) 
it gives the normal Morse data for the function fl' However, it may be necessary 
to choose this 11 very much smaller than £ and b. Finally in part (d) we show 
that the halflink is topologically a product of the quarterlink with an interval, 
and that this homeomorphism preserves boundaries. 

Proposition. (a) Milnor fibration. The restriction f I Lv: Lv -+ aD, is a topologi
cal fibre bundle with fibre t'. In fact, the restriction f: (C - f- 1 (0)) -+ D,- {O} 
is a fibre bundle with fibre t'. 

(b) The cylindrical neighborhood is conical. For any IJ > ° sufficiently small, 
there are homeomorphisms 

with the following properties: 
(i) G preserves the following levels: 11 = -11, fl = 0, fl = 11. In other words, 

fl(Z)EK=Il G(z)EK, where K is any of the following sets: 

(- 00, -11), {-11}, (-11,0), {O}, (0,11), {IJ}, (11,00). 
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(ii) F preserves the level fl = O. In other words, F takes the sets 
Na nfl- 1 (- 00,0) homeomorphically to cone (aNa nfl-I (- 00,0)) -cone-
point 
Na nfl-I (0) homeomorphically to cone (aNa nfl-I (0)) 
Nanfl- I (O, 00) homeomorphically to cone (oNanfl-I(O, oo))-conepoint. 
(c) The cylindrical neighborhood gives normal Morse data. The pair 

(C nfl- 1 [ -I], 1]], C nfl- 1 (-1])) is normal Morse data, i.e., is homeomorphic 
to the pair 

(d) The halflink is the quarter link times an interval. There are homeomor
phisms of pairs, 

(t+, ot+) ~(t', at') x (/, OJ) 

(t-, ot-)~(t', at') x (I, oJ) 

where t+ (resp. t-) denotes the upper (resp. lower) hal flink, I denotes the unit 
interval [0, 1], and OJ = {O, I}. 

(e) Collarings of the boundary of the quarterlink. There is a number w > 0 
and a neighborhood U of Lh in C and a homeomorphism 

H: at' x [c5-w, c5] x De~ U 

which commutes with the projection (r, f): U ~ 1R x 1R 2 , i.e., 

r(H(z, u, v))=u and f(H(z, u, v))=v 

and which restricts to homeomorphisms, 
(i) HI: at' x De ~ Lh which commutes with f: Lh ~De. 

(ii) H 2 : at' x oDe~oLh=oLv which commutes withf: oLh~oDe' 
(iii) H3: at' x [c5-w, c5] x aD, ~ U nLv which commutes with 

(r,f): U nLv ~ [c5-w, c5] x oDe. 

Each of the spaces in the preceding proof has a canonical 9'-decomposition, 
and the homeomorphisms may be chosen so as to preserve these 9'-decomposi
tions. 

Corollary. The normal Morse data for the covector dfl (p) has the homotopy 
type of the pair 

(cone (t'), t'). 

Proof By Corollary Sect. 3.11, the normal Morse data is homotopy equiva
lent to 

(cone (C-), C-). 

Furthermore (by part (d) above), C- ~t' x [0,1], so this pair is homotopy equiva
lent to the pair (cone (t'), t'). D 

12.6. Proof of Proposition 12.5 

Proof of (a). By Sect. 12.2 (Lemma 1), the map f: C ~ De has no characteristic 
covectors except at the origin. By Thorn's isotopy lemma (Sect. 1.5) it is a 
locally trivial fibre bundle. 
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Remark. This generalization of [Mi2] appears in [Le3] and [Du], for exam
ple. More generallv. if M I and M 2 are smooth manifolds containing Whitney 
stratified subsets L 1 ..: M I and W2 c M 2, and if f: M I ~ M 2 is a smooth map 
such that f(WI) = W2, f I WI is proper, and such that f is stratified by the given 
stratifications of WI and W2, and if PEWI and if q=f(p)EW2, then one may 
ask whether (for s ~ b sufficiently small), the map 

WI n Bb(P) nf- I (oB,(q)) ~ W2 n oB,(q) 

is a fibre bundle over each stratum S2noB.(q) of W2noB,(q). In [Le4], it is 
shown that in order to obtain such a generalized Milnor fibration theorem, 
it is sufficient to assume that the map f is a Thom mapping, i.e., that it satisfies 
condition A f of [T5]. Our assumption that the function f has a "nondegenerate" 
critical point at p implies Thorn's condition A f . 

Proof of (b). The pair (C, L) is the preimage of the box 

{(r, Ifl)EIR 21 r:;::; band If I :;::; s} 

in IR2, modulo the right hand side and top. 

If I 

c 1--------... (a. e} 

__ ~---------------L---- r 

The pair (C, L) in the wall space 

The pair (Nb' oNb) is the preimage of the halfspace 

{(r, Ifl)EIR21 r:;::;b} 

modulo the boundary line r = b. 

The pair (Nb • iJNb) in the wall space 
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The idea for constructing G is to move the wall in (r, If I) space, just as in 
I Sect. 7.8 (where Ifl=U1z+fl)1/Z). However, we want to guarantee that the 
levels f1 = -I], f1 = 0, and f1 = I] are preserved by the resulting homeomorphism, 
so we add new strata to N which correspond to these levels. Since the homeo
morphism which results from moving the wall preserves strata, these levels of 
f1 will be preserved assuming we have not introduced any bad characteristic 
covectors in (r, Ifl)-space by adding these new strata. Here are the details: 

Step 1. Divide each stratum R of N into the following seven pieces: 

R1 =R nf1- 1( - 00, -1]), 

R4 =R nf1- 1 (0), 

R 7 =Rnf1- 1(1],00). 

R z =R nf1- 1 (-1]), 

Rs = R nf1- 1 (0, 1]), 

R3 =R nf1- 1 (-1],0), 

R6 = R nf1- 1 (1]), 

Except in the single case R = {p}, each of these pieces is nonempty. It is 
easy to see that this refinement is a Whitney stratification of N. We shall denote 
this space with its new stratification by N. Let A clR + x lR + denote the fringed 
set of Sect. 12.2. Consider the map 

(r, Ifl): N ~lR x lR. 

Claim. This map has no characteristic points in the region 

Ab = {(u, V)ElR + x lR I (u, IvI)EA}. 

Furthermore, if A E T* lR Z is a nontrivial characteristic covector of this map, 
then the slope of ker (A) is positive. 

Proof of claim. The map (r, f): N ~ lR x lR Z has no characteristic covectors 
in the region A # (by Sect. 12.2). Thus, the map (r, I f I): N ~ lR x lR has no charac
teristic covectors in the region Ab, and the slope of the kernel of any characteristic 
covector (which lies outside Ab) is positive. However, we must consider separately 
the new strata in N which are of the form Rnft- 1(t) where t= -I], 0, or 1]. 
Suppose A=(U, v, adu+bdv)ET*lRz is a characteristic covector of the map 
(r, If I) I N, corresponding to a point qEN. Let us assume q lies in some stratum 
S = S nf1- 1 (t). Then ad r(q) + bd If I (q) vanishes on I'q S = I'q S n ker df1 (q). Thus, 

b b 
adr(q)+m df1(q)+m dfz(q)=O. 

However, Lemma 12.3 applies (since If1(q)I:::;;I]) and gives alblf(q)I<O. There
fore, alb < 0, as desired. 

Step 2. Define 

Box (£5, c:) = {(u, v)ElRzl O:::;;u:::;; £5 and 0:::;; v :::;;c:} 

HS (£5)= {(u, v)ElRzl u:::;;£5}. 

We want to find a homeomorphism G between 

(C, L)=(r, Ifl)-l(Box(£5, c:))nN 
and 
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which can be achieved by moving the wall as follows: 

If I 

--~--~------------~b~--r 

Diagram 

The preceding claim guarantees that there are no characteristic covectors to 
prevent this motion of the wall, so we obtain a stratum preserving homeomor
phism between (C, L) and (R., aR.) which therefore preserves the levels fl = -I], 
fl =0, and fl =1]. 

The second homeomorphism F is obtained in a similar manner: refine the 
stratification of the pair (N., aN.) by adding strata from fl- 1 (0). The conical 
structure of N. (which is obtained by integrating a controlled lift of the vectorfield 
dldr, i.e., by moving the wall in r-space, from r=~ to r=O) will respect this 
stratification and will therefore preserve the sign of f 

Proof of (c). part (b) of the lemma gives us a homeomorphism of pairs 

(C (1fl- 1 [ -I], I]J, C (1fl- 1 (-1])) ~ (NJ (1fl- 1 [ -YJ, YJJ, NJ (1fl- 1 (-1])). 

However, the second pair is homeomorphic to the pair 

(Na(1fl- 1 [-8, 8J, Na(1fl- 1 ( -8)) 

by moving the wall as follows: 

-I'/~~~: 
-B~ '" 

............ 

Diagram 

Proof of ( d). The homeomorphism of part (b) restricts to a homeomorphism 

(t, at) = (NJ (1fl- 1 (1]), aNa (1fl- 1 (I])) 

~(C(1fl-1(1]), L(1fl- I (I])) 

=(C (1fl- 1 (1]), fl- 1 (I]) (1 (Lv u L h)) 

=(f- 1 (1], 0)(1 C) x [ -w, W],f-I(I], -w) 
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uf- 1 (ry, W)uU- 1 (ry, O)noNo) X [-w, wJ)) 

=(t' X [ -w, wJ, (t' X o[ -w, wJ)u(ot' X [ -w, wJ)) 

where w = V(e2 - ry2) and where we have used part (a) of the proposition to 
realize C and Lh as fibre bundles over the punctured disk. D 

Proof of (e). (This is the only part of the argument which uses the fact 
that there are no characteristic covectors on the r axis, f = 0.) Choose w so 
that the rectangle [<5 - w, <5] X (0, eJ is contained in the fringed set A. 

1/1 

t t------.-T---. .... 

--~--~----~-~~- r 

Diagram 

Thus, [<5 - w, <5J X De is contained in the region A #, where there are no (nontriv
ial) characteristic covectors of the map (r,f): N --+ lR X lR 2 • It follows from the 
first isotopy lemma that 

U=(r,f)-l([<5-w, <5J x De) 

is a fibre bundle over [<5 -w, <5J X DB' with fibre 

ot'=(r,f)-l(<5, e, 0). 

This fibre bundle is trivial since [<5-w, <5J X De is contractible, and the isotopy 
lemma can be used to find a global trivialization 

H: at' x [<5-ry, <5J x De --+ U 

which preserves strata. Thus, H restricts to a homeomorphism on any closed 
union of strata of U, for example in the following three cases: 

(i) (r,f)-l(<5xDe)=Lh 
(ii) (r,f)-l(<5 x oDe)=oLh=oLv 

(iii) (r,f)-l([<5-w,<5JxoDe)=UnLv · 0 

12.7. Monodromy 

In this section we define a stratum preserving homeomorphism f.1.: t' --+ t' which 
fixes a neighborhood of ot' such that the space 

t' x [0, 1J/((z, O)~(f.1.(z), 1)) 

is homeomorphic (by a stratum preserving homeomorphism) to Lv. 
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Since the map f: Lv -4 aD. is a stratified fibre bundle, it is possible to choose 
control data ([Mal], [Ma2]) on Lv which is compatible with f Choose an 
orientation of the circle aD. and let dldr denote a unit vectorfield on aD •. 
By Thorn's first isotopy lemma, it has a controlled lift to a vectorfie1d Fl on 
Lv, whose time 2n flow defines a homeomorphism t' -4t'. This homeomorphism 
must be modified so as to restrict to the identity on at'. 

By Sect. 12.5(eiii) there is a neighborhood W=VnLv of aLv in Lv and 
a stratum preserving homeomorphism 

H3: at' x [15-1], 15] x aD.-4 W 

which commutes with the projection to aD •. Let V2 =(H3)*(OxOxdldr). This 
is a controlled lift of did r to this neighborhood, and its time 2 n flow is the 
identity on a t' x [15 - 1], 15]. Now patch the controlled vectorfields VI and V2 

together, using a partition of unity. The result is a controlled vectorfie1d whose 
time 2 n flow gives a homeomorphism t' -4 t', and which restricts to the identity 
in a neighborhood of at'. 

12.8. Monodromy is Independent of Choices 

The isotopy class of the monodromy fl: t' -4 t' is independent of the choice 
of control data, the normal slice N, the metric r, and the allowable choices 
of c and 15 in the following sense: 

Proposition. Suppose we are given two choices No and Nl of normal slice 
through the point p, two allowable choices (Do, co) and (15 1, Cl) of the parameters 
15 and c, choices ro and r1 of distance functions from the point p (which are 
associated to two choices of Riemannian metrics on the ambient manifold M), 
and two choices fo: No -4 IR 2 and fl : NI -4 IR 2 of functions whose differentials are 
nondegenerate at p (as in Sect. 12.1), which are connected by a smooth one
parameter family of functions;;: Nt -4 IR 2, whose differentials are nondegenerate 
at p. From this data we construct two representatives t~ and t{ of the quarter link. 
Suppose we make choices of control data on the associated fibre bundles (Lv)o 
and (Lv)1 and construct the corresponding monodromy homeomorphisms flo: t~ -4 t~ 
and fll: t{ -4 t{ (with respect to the same orientation of the circle a DeJ. Then 
there is a homeomorphism f: t~ -4 t{ such that the composition f 0 fll of - 1 is isotopic 
to flo, and the isotopy may be chosen to be the identity in a neighborhood of 
a t~ and to preserve the Y'-decomposition of t~. 

Sketch of Proof Using the techniques of Sect. 12.4, it is possible to find 
a one-parameter family of data (N1O 15(, c(' ft, (Lv)1O tr') connecting these choices. 
The one-parameter family ft maps the union of the (Lv)( to a cylinder, and 
this map is a stratified fibre bundle. It is now possible using standard controlled 
vectorfield techniques to construct the homeomorphism f and the isotopy. 0 

12.9. Relative Normal Morse Data for Two Nonproper Functions 

This section is a common generalization of Sects. 11 and 12.4-12.6. Suppose 
(as in Sect. 12.1) that Z is a closed Whitney stratified subset of a smooth manifold, 
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PEZ, N is a normal slice at p to the stratum of Z which contains the point 
p, and that f1 and f2 are smooth functions defined on M whose restriction 
to Z is proper and which satisfy the nondegeneracy condition of Sect. 12.1, 
1.e., 

(df1 (p), df2 (p))(Q) = IR 2 

for every generalized tangent space Q at the point p, except for the single case 
Q equals the tangent space to the stratum which contains p. 

Suppose also (as in Sect. 11.1) that n: X --->Z is a Whitney stratified surjective 
proper map, that the strata of X are indexed by some partially ordered set 
!f and that X c X is a dense open subset which is a union of strata of X 
corresponding to a partially ordered subset :Y c!/. We wish to consider the 
normal Morse data of the composition (f1 0 n) I X: X ---> IR. 

Let N denote a normal slice (in Z) through the point p, and let A denote 
the fringed set of Sect. 12.2. A choice of (b, £)EA determines a quarterlink and 
its boundary (t', at') (for Z), a cylindrical neighborhood C and its boundary 
L, the horizontal and vertical parts of the link Lh and Lv, and their common 
boundaryaLh=aLv· 

Definition. The relative quarterlink (resp. relative normal slice, resp. relative 
cylindrical neighborhood, resp. relative horizontal and vertical parts of the link) 
is the intersection with X of the preimage under n of the quarterlink (resp. 
normal slice, resp. cylindrical neighborhood, resp. horizontal and vertical parts 
of the link) 

Proposition. The results of Proposition 12.5 remain true when the spaces 
t', at', L, C, ac, Lv, L h, No, aNo are replaced with the corresponding relative 
spaces, except for the existence of the homeomorphism F in Proposition 12.5 (b). 

Proof (see Sect. 11.5). Except for the statements concerning the homeomor
phism F in (Sect. 12.5(b)), each of the results is obtained by moving the wall 
with respect to some map H: N ---> IRk (for some k) and checking that this map 
has no characteristic covectors AET*IRk such that ker(A) contains the tangent 
space to a stratum of the wall in IRk. However the composition Han: n- 1 (N) 
---> IRk has precisely the same characteristic covectors as the map H, so the same 
arguments can be applied to n- 1 (N). Furthermore, the resulting homeomor
phisms preserve the !f-decomposition of the spaces (which are induced by their 
intersection with the strata of N). Therefore they restrict to homeomorphisms 
on any union of pieces of the decomposition. 0 

Corollary 1. If n-1(p)cX, i.e., if n is proper near the fibre over p, then 
the relative normal Morse data for f1 at the point p has the homotopy type 
of the pair 

where cyl denotes the mapping cylinder of the specialization map (I Sect. 9.7), 

¢: n-1(t')--->n-1(p). 
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Proof By Part I, Sect. 9.7, the relative normal Morse data has the homotopy 
type of the pair 

However, by Proposition 12.9 we have a homeomorphism 

r- ~t'1t x [0,1]. 

Corollary 2. Suppose X equals Z and n equals the identity. If the critical 
point p is a "critical point at infinity", p E Z - X, then the following pair is homo
topy normal Morse data (see Sect. 10): 

(t' nX, ot' nX) x (/, oJ) 

where I denotes the unit interval [0,1]. More generally, the same result holds 
for arbitrary n provided if-I (p) C X - X, and provided we replace (t',ot') by 
((t')}, (ot')~). 

Proof By Sect. 10.6.2, homotopy normal Morse data is the pair (t+, or). 
The relative version of Sect. 12.5(d) gives a homeomorphism between (t+, or) 
and (t', ot') x (I, oJ). D 

12.10. Normal Morse Data for Many Morse Functions 

The preceding results readily generalize to the case of many normal Morse 
functions. 

In this section we assume f = (fl, f2' ... ,fk+ 1): Z --+ lRH 1 is a collection of 
smooth functions and that p is a critical point of f, i.e., df(p)(TpS)=O, where 
S is the stratum of Z which contains the point p. We also assume this critical 
point is nondegenerate, i.e., for every generalized tangent space Q at the point 
p, we have df(p)(Q)=IRk+l, except for the single case Q= TpS. Fix a normal 
slice N = N' n Z through the point p, where N' is a smooth submanifold which 
is transverse to Sand N' n S = {p}. 

Proposition. There exists a fringed set A cIR + x IR + such that the map 

(r, f) IN: N --+ IR x IR k+ 1 

has no characteristic covectors in the region 

A # # = {(u, VI' v2 , ••• , vk+ I)EIR + x IRk+ 1 I (u, IVI)EA} 

where I v I = V vi + v~ + ... + v~ +1 . 

Proof The proof is identical to that in Sect. 12.2. 

Definition. Fix (6, e)EA. The disk and ball: 

D: + 1 = g E IR k+ 1 II( I ::;; e} 0 D: + 1 = g E IRk + 1 I I( I = e} 

N{j=N' nZ nB{j(p) oN{j=N' nZ noB{j(p). 

(1) The littlelink and its boundary: 

t(k)=f- 1 (e,0, ... ,0)nN{j ot(k)=f- 1 (e,0, ... ,0)noN{j. 
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(2) The cylindrical neighborhood of p, and its boundary: 

C(k) = f- 1 (D~+ 1) nNa IJk)=8C(k)=L~)u IJ~). 

(3) The horizontal and vertical parts of the link: 

IJ~)= f-l(D~+ l)n 8Na IJ~) = f- 1 (8D:+ 1) nNij 

8L~)=8IJ~)= f-l(aD~+ 1) n 8Na. 

Each of these spaces is 9'-decomposed by its intersection with the strata of 
N (which are also the strata of Z) and are canonically Whitney stratified, since 
each is a transversal intersection of Whitney stratified spaces. 

Theorem. The homeomorphism type of each of the above spaces is independent 
of the choices of the normal slice N', the metric r, or the choice of 8 and b. 
The homeomorphisms may be taken to preserve the 9'-decompositions and the 
Whitney stratifications. 

Proof The proof is the same as Sect. 12.4. D 

Proposition. 
(a) The restriction f I IJ~): D~) ~ aD: + 1 is a topological fibre bundle with fibre 

t(k). 

(b) There are homeomorphisms of pairs, 

(t(m-l), 8t(m-l»)~(t(m), at(m») x (1,81) 

where I denotes the unit interval [0, 1]. Therefore 

(t+, at+)~(t(k), 8t(k») x (1, al)k 

(r, ar)~(t(k), 8t(k») x (1, aIt 
Each of the spaces has a canonical 9'-decomposition, and the homeomorphisms 

may be chosen so as to preserve these 9'-decompositions. 

Proof The proof is identical to Sect. 12.6. D 

Corollary. The normal Morse data, halj7ink and quarterlink for the function 
fl are homeomorphic to the normal Morse data, halj7ink, and quarter link for 
the function jj (1 ::;;j::;; k). If k ~ 2, then the monodromy (defined on the quarterlink 
of fl) is isotopic to the identity. The normal Morse data for fl has the homotopy 
type of the pair 

(cone (t(k»), t(k»). 

Analogous results hold in the relative and noncompact case. 



Part II. Morse Theory of Complex Analytic 
Varieties 



Chapter O. Introduction 

The main technical results of complex Morse theory are the following: Let 
W be a closed subvariety of a Whitney stratified complex analytic variety Z, 
and suppose that W is a union of strata in Z. Let f: Z -4.JR be a proper Morse 
function, which has a nondegenerate critical point PEZ which lies in some stra
tum S of complex codimension c in Z. Let A denote the Morse index of f I S 
at the point p, and let v = f(p) be the associated critical value. We will consider 
the Morse theory of f I X, where X = Z - W. Suppose the interval [a, b] contains 
no critical values of f I Z other than v, and that vE(a, b). 

(1) If PEX, then (Sect. 3.3) the space X :sb has the homotopy type of a space 
obtained from X:sa by attaching the pair of spaces 

(DA, aDA) x (cone (2), 2) 

where 2 = 2 z = 2 x is the complex link of the stratum S, and DA is a cell 
of dimension ,1,. 

(2) If p¢X, then (Sect. 3.3) the space X :sb has the homotopy type of a space 
obtained from X :sa by attaching the pair 

(DHl, aDHl) x (2x, a2x) 

where 2x=X n2z is the complex link for X (see Sect. 2.6). 
(3) If PEX, or if W=¢, then (Sect. 4.5.2*) 2x has the homotopy type of 

a CW complex of dimension ~c-1. Therefore, Hi(X:s b, X:sa;71)=O for all 
i>,1,+c, and HHc(X :sb, X :sa; 7l) is torsion free. 

(4) If X is a local complete intersection, then (Sect. 4.6.2) the pair (2x, a2x) 
is c-2 connected. It follows from this and Sects. 4.6.1, 4.6.2, that ni(X :sb, X sa) 
=0 for all i< ,1,+ c and Hi (X :sb, X :sa; 7l) = 0 for all i <A +c. 

(5) If PEX, then (Sect. 6.4) IHi(X :sb, X :sa; 7l)=0 unless i=,1,+c, and 
IHHc(X :sb, X :sa; 7l) is the image of the variation map, 

and is torsion free; where IH denotes the "middle intersection homology" groups 
[GM3] (with compact supports) and f1 denotes the monodromy homomorphism. 

(6) If P ¢ X, then (Sect. 6.4) 

IHi(X :sb, X :sa; 7l)=IHi- A- 1 (2x, iJ2x; 7l) 

and this vanishes for all i::? A + C + 1. 
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Various extensions of these results also appear in Sects. 4 and 6.4. 
These technical results are applied (in Chapter 5) to very general Lefschetz 

theorems and to theorems on the homotopy dimension of certain varieties. 
However, the method which we use is very simple and tends to be obscured 
by technical details having to do with the generality of the situations. For this 
reason we will give an outline of the proof of a special case of Theorem 1.1 *: 
an affine n-dimensional complex analytic variety Z has the homotopy type of 
a CW complex of dimension n. (This is due to [Kr2] in the complex algebraic 
case, and [H3], corrected in [H4], in the case of a Stein space.) 

We consider the function f: Z ---+ lR which is the distance from a generic 
point p¢Z. By I Sect. 2.2, a point p can be found so that f is a Morse function. 
By calculating the Levi form (Sect. 4.A.5) of f we see that the Morse index 
A (at any critical point) of the restriction f I S to any stratum S of Z is bounded 
as follows: A::;dima::(S). If Z is nonsingular, we conclude that at each critical 
value v, the set Zsv+e has the homotopy type of a space obtained from Zsv-e 

by attaching a cell of dimension ::; n, as in [AF]. However, if Z is singular 
we can only conclude (I Sect. 3.7) that the space Z Sv+e has the homotopy type 
of a space obtained from Z Sv-e by attaching the product (tangential Morse 
data) x (normal Morse data). 

Let us say PES is the critical point and the stratum containing the critical 
point. Then the tangential Morse data has the homotopy type of the pair 
(D\ (] Dk) where Dk denotes the k-dimensional disk, and k::; dima:: (S). The normal 
Morse data (Sects. 3.2, 4.5) has the homotopy type of the pair (c(2'), 2') where 
2' denotes the "complex link" of the stratum S at the point p. This is an 
n - dim (S) -1 dimensional complex analytic space with boundary. The function 
g: 2' ~ lR, which is given by the distance from a generic point near p, is a 
Morse function (I Sect. 2.2), and the Morse index of any critical point of g 
on any stratum S' of 2' is bounded by the same estimate: A::; dimdS'). Since 
2' is a Stein space, we conclude by induction that the space 2' has the homotopy 
type of a CW complex of dimension ::;diffia::(2')=n-k-1. It follows that the 
normal Morse data at p has the homotopy type of a CW complex of dimension 
::;n-k. Thus, Zsv+e is obtained from the space Zsv-e (up to homotopy) by 
attaching a CW complex of dimension ::; n. Passing each critical value in this 
manner, we conclude that Z has the homotopy type of a CW complex of dimen
sion n. 

This argument generalizes in several directions: 

(1) We can remove a subvariety W from Z (see Sect. 1.2*). In this case, 
two kinds of critical points must be considered: those in Wand those in Z - W. 
The normal Morse data is analyzed in Sects. 4.6* and 5.2*. The "homotopy 
dimension" of Z may rise, depending on how many equations were used in 
defining W. 

(2) We can replace Z with a "relative space" n: Y---+Zc<cn with some esti
mate on the dimension of the fibres of n (see Sect. 1.1*). In this case the study 
of the normal Morse data is carried out in I Sect. 12 and II Sect. 3.4. The 
"homotopy dimension" of Z may rise, depending on the dimension of the fibres 
ofn. 
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(3) We can put Z in <CIPn and study the distance from a hyperplane, or 
from a codimension c linear subspace. This gives lower bounds on the Morse 
index A (instead of upper bounds) so we obtain Lefschetz type theorems instead 
of "homotopy dimension" theorems (see Sects. 1.1 and 1.2). 

(4) We can replace the pair (<CIPn, H) by an arbitrary "q-defective" pair (Y, A) 
on which there exists a Morse function which takes a minimum on A and 
has a Levi form with certain positivity properties (Sect. 7). This gives Lefschetz 
theorems for subvarieties of (Griffiths-)"positive" vectorbundles. Sommese 
[Sm4] shows how such pairs arise as subvarieties of homogeneous spaces. 

(5) We can replace "homotopy" by "homology" or by "intersection homolo
gy" (Sects. 6.8, 6.9, 6.10, 6.11). 

(6) We also consider (in Sects. 1.3 and 1.3*) "local" versions of each of 
these theorems, replacing the variety Z by the link of a stratum in Z. 

Extensions. There are by now a number of "tricks" which can be used to 
deduce surprising new results from Lefschetz theorems. For example, in [FL1] 
it is shown how Barth theorems can be derived from Lefschetz theorems by 
reembeding the given variety Z into a larger projective space so that the subspace 
YcZ becomes a hyperplane section. See [FL1] Sect. 9, for a catalog of such 
tricks and applications. It would be interesting to find similar applications along 
the lines of [FH], [FL2], [Fa], or [Go]. 



Chapter 1. Statement of Results 

The proofs of the results stated here will appear in Sect. 5. The four main 
theorems (Sects. 1.1, 1.1 *, 1.2, 1.2*) are followed by four analogous "local" 
theorems (1.3.1, 1.3.2, 1.3*.1, 1.3*.2) which may be considered as generalizations 
of the global theorems. These results are further generalized in Sects. 7.2 and 
7.3. 

1.0. Notational Remarks and Basepoints 

If B cA are topological spaces, then we shall write TCo(B, A) =0 or TCo(B) -++ TCo A 
to indicate that the set of connected components of B surjects to the set of 
connected components of A. 

If k is a nonnegative integer and if, for any bEB, the relative homotopy 
group 

TC;(A, B, b)=O for all isk 

then we shall say that the pair (A, B) is k-connected. This is equivalent to the 
following statement: for any bEB, the homomorphism 

TC;(B, b) -+ TC;(A, b) 

is an isomorphism for all i < k and is a surjection for i = k. In this case we 
will ignore the basepoints and write either 

TC;(A, B)=O for isk 

or TC;(B) -+ TC;(A) is an isomorphism for i < k and is a surjection for i = k. 

1.1. Relative Lefschetz Theorem with Large Fibres 

The following Lefschetz theorem was conjectured by P. Deligne [D1]. An outline 
of the proof described here was published in [GM1]. 

Theorem. Let X be a purely n-dimensional nonsingular connected algebraic 
variety. Let TC: X -+ <CIPN be an algebraic map and let He <CIPN be a linear subspace 
of codimension c. Let H <3 be the (j-neighborhood of H with respect to some (real 
analytic) Riemannian metric. Define ¢(k) to be the dimension of the set of points 
ZE<CIPN - H such that the fibre TC- 1 (z) has dimension k. (If this set is empty, 
we set ¢(k) = - 00.) If (j is sufficiently small, then the homomorphism induced 
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by inclusion, ni(n-l(HJ))~ni(X) is an isomorphism for all i<fl and is a surjection 
for i = fl, where 

fl = n - sup(2k-(n - ¢(k)) + inf(¢(k), c -1))-1. 
k 

Furthermore: (1) In this theorem, n is not necessarily proper, and n- 1 (HJ) 

may be replaced by n- I (H) if H is generic or if n is proper. 
(2) The assumption that X is algebraic may be replaced by the assumption 

that X is the complement of a closed subvariety of a complex analytic variety 
X and that n extends to a proper analytic map if: X ~ <ClPN. 

Proof The proof will appear in Sect. 5.1. 

Remark. The fibre dimension estimates III the above formula are sharp: 
see Sect. 8.1 for counterexamples. 

Special cases. (1) This implies Bertini's theorem [Ber], [Dl]. Let Y be an 
irreducible algebraic variety and n: Y ~<ClPN be an algebraic morphism. Fix 
c<dim n(Y). Let H c<ClPN be a generic linear subspace of codimension c. Then 
n - 1 (H) is irreducible. If Y is locally irreducible as a complex analytic space, 
then n l (n- I (H)) ~ nl (Y) is a surjection. 

To see this, apply the theorem to X = Y - Y', where Y' is a subvariety of 
Y which contains the singularities of Yand also contains the set 

{YE Y I dim n- 1 n(y) > dim (Y) -dim (n(Y))}. 

Thus, X and X n n- 1 (H) are nonsingular (since H may be chosen trans
verse to X), and the map X ~ n(X) has equidimensional fibres of dimension 
a=dim(Y)-dim(n(Y)). Thus, fl~ 1, so no(X nn-l(H))=no(X) and 
n 1 (X n n - 1 (H)) ~ n 1 (X) is a surjection. The first implies that X n n - 1 (H) is con
nected (i.e., n - 1 (H) is irreducible) while the second implies that the composition 

nl (X n n- I (H)) ~ nl (X) ~ n 1 (Y) 

is a surjection, if Y is locally irreducible. However, this homomorphism factors 
through ndn- 1 (H)), which proves that nl (n- I (H)) ~ nl (Y) is surjective if Y 
is locally irreducible. 0 

(2) Recall that if X is nonsingular, a proper surjective algebraic map n: X ~ Y 
is small if 

cod {y E Y I dim f - 1 (y) ~ r} > 2 r 

and is semismall if 

cod {YE Y I dimf- I (y)~r} ~2r. 

The Etale cohomology version of Theorem 1.1 was proved by Artin [Art] in 
the case that n is proper and semismall. The same method of proof works 
for singular cohomology. By carefully analyzing Artin's method, Deligne (unpub
lished) arrived at the singular cohomology version of Theorem 1.1 and conjec
tured the homotopy version. (See also Sect. 1.2 for the case that n is finite.) 

(3) We remark that Theorem 1.1 remains valid if we replace the projective 
space <ClPN by affine space <CN , provided H is generic, i.e., we get a (relative) 
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Lefschetz theorem for (maps to) an affine algebraic variety because: If n': X --+ <CN 

is an algebraic map and if i: <CN --+ <CIPN denotes the inclusion, then Theorem 
1.1 may be applied to the composition n = ion': X --+ <CIPN. 

Remarks. (1) It is not possible to prove this result by induction on c, the 
codimension of H. 

(2) If c = 1, then it is possible to replace the linear space H with an arbitrary 
hypersurface W of (codimension one), because for any such W there exists an 
embedding g: <CIPN --+ <CIPN' such that W = g - 1 (L), where L is a linear subspace 
of codimension 1. 

1.1 *. Homotopy Dimension with Large Fibres 

Theorem. Let X be an n-dimensional (possibly singular) complex analytic 
variety. Let n: X --+ <CIPN - H be a proper analytic map, where H is a linear sub
space of codimension c. Let ¢(k) denote the dimension of the set of points YEn(X) 
such that the fibre n-l(y) has dimension k. (If this set is empty, we set ¢(k)= 
- 00.) Then X has the homotopy type of a CW complex of (real) dimension 
less than or equal to 

n* = n + sup (2k- (n- ¢(k)) + inf(¢(k), c-1)). 
k 

Proof The proof will appear in Sect. 5.1 *. 

Remark. The estimates on the fibre dimension are sharp: see Sect. 8.1* for 
counterexamples. 

Special cases. An affine variety X (or a Stein space X) of complex dimension 
n has the homotopy type of a CW complex of dimension n. This was conjectured 
by Kato [Ktl], [Kt2], was proved by Karchyauskas [Kr2], [Kr3] (in the com
plex algebraic case) and by H. Hamm (in the case of a Stein space) [H3], cor
rected in [H5], and follows from Theorem 1.1 * by setting ¢ (k) = 0 and c = 1. 
L. Kaup [Ku1] and Narasimhan [N] had previously shown that the homology 
groups of X vanished in dimensions greater than n and that Hn(X; Z) was 
torsion free. (We show in Sect. 6.9 that the same result holds for the intersection 
homology, i.e., IHi(X; Z)=O for i<n and IHn(X); Z) is torsion free.) The homol
ogy of a nonsingular affine variety X was done by Andreotti and Frankel [AF1], 
following Thorn's suggestion that Morse theory could be used. (See also Milnor 
[Mi].) There are various refinements of this result which would have implications 
for intersection homology. For example, we have the following: 

Conjecture. A Whitney stratified complex n-dimensional affine variety X 
deformation retracts (by a stratum preserving retraction) to a (real) n-dimension
al Whitney stratified subset of X which intersects each stratum S of X in a 
subset of dimension s = dim<e (S). Considerable progress on this conjecture has 
been made by [U2]. 
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1.2. Lefschetz Theorem with Singularities 

An outline of proof for the following theorem was published in [GM1]. See 
also [H3] or [HL2] for a similar result, but where the assumptions on the 
number of equations has been replaced with assumptions on the rectified homo
topical depth (see [Gro] expo XIII). 

Theorem. Let X be an algebraic subvariety of some algebraic manifold M. 
Let n: X ~ ([]PN be a (not necessarily proper) algebraic map with finite fibres. 
Let H be a linear subspace of codimension c in <ClPN, and let Hb be a b-neighborhood 
of H (with respect to some real analytic Riemannian metric, as in Theorem 1.1). 
Let cjJ (k) denote the dimension of the set of points p E X - n - 1 (H) such that a 
neighborhood (in X) of p can be defined (in M) by k equations and no fewer. 
(If this set is empty, we set cjJ(k) = -00.) If b>O is sufficiently small, then the 
homomorphism 

is an isomorphism for all i < n and is a surjection for i = n, where 

n = inf(dimcr:(M)- k-inf(cjJ(k), c -1))-1. 
k 

Furthermore: (1) It is possible to replace n- 1 (Hb) by n- 1 (H) if H is generic 
or if n is proper. 

(2) The assumption that X is algebraic may be replaced by the assumption 
that X is the complement of a closed subvariety of an analytic variety X and 
that n is an analytic map which extends to a proper finite analytic map if: X 
~<ClPN. 

(3) If X is purely n-dimensional (and has arbitrary singularities) and H is 
generic, then the homeomorphism 

IHi(n- 1 (H); 7l) ~ IHi(X; 7l) 

is an isomorphism for all i < n - c and is a surjection for i = n - c. (Here, I H * 
denotes the middle intersection homology with compact supports [GM3], 
[GM4].) 

Proof The proof will appear in Sect. 5.2, and the intersection homology 
part will appear in Sect. 6.10. 

Remarks. The numerical estimates above are sharp: see Sect. 8.2 for counter
examples. The Lefschetz theorem is false for constructible sets: see Sect. 8.3. 
It is not possible to find a simple common generization of Theorems 1.1 and 
1.2 by adding fibre and singularity defects: see Sect. 8.4. 

Special cases. The following special case of Theorem 1.2 appears in Hamm 
[H4]: Let X be an n-dimensional projective algebraic variety and suppose that 
Z eX is a subvariety and H is a linear hyperplane in the ambient projective 
space. If X - (Z u H) is a local complete intersection, then the homomorphism 

ni((X -Z)nH)~ni(X -Z) 
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is an isomorphism for all i < n - 1 and is a surjection for i = n - 1. This generalizes 
the papers of Kaup [Ku3], [KW], [GK], who proved analogous results with 
Z = ¢ and for homology instead of homotopy. The case of nonsingular X was 
proven by Hamm and Le [HLl], following Zariski's theorem [Z] for surfaces. 
See also Oka [Ok] and Kato [Ktt], [Kt2l Similar results appear in Ogus 
COg] for varieties defined over fields of positive characteristic. The case Z = ¢ 
and X nonsingular is the "classical" Lefschetz theorem, the nicest proof of 
which is due to Thorn (see Andreotti and Frankel [AF1] and Milnor [Mi]). 

We remark that Theorem 1.2 remains valid if we replace the projective space 
<CIPN by affine space, <CN , provided H is generic. (However, H must be generic, 
or at least transversal to the strata at infinity of the closure X; see Sect. 8.2 
for counterexamples.) Thus, we obtain Lefschetz theorems for the homotopy 
groups, homology, and intersection homology groups of affine algebraic varieties 
(see [H4]). (If n': X -> <CN is an algebraic map and i: <CN -> <CIPN is the inclusion, 
then Theorem 1.2 may be applied to the composition n = ion': X -> <CIPN). 

1.2*. Homotopy Dimension of Nonproper Varieties 

Theorem. Let X be a complex n-dimensional analytic variety and let n: X 
-> <CIPN - H be a proper finite analytic map, where H is a linear subspace of 
codimension c. Let W be an analytic subvariety of X. We consider the extent 
to which the inclusion We X fails to be a local complete intersection morphism 
by defining for each k the number ¢(k) to be the dimension of the set of all 
points PEW such that a neighborhood of p (in W) can be defined (as a subset 
of X) by n-dimp(W)+k equations, and no fewer. (If this set is empty, we 
set ¢(k)= - 00.) Then the space X - W has the homotopy type of a CW complex 
of dimension :::; n*, where 

n* = sup (n+ k-1 + inf(¢(k), c -1)). 
k2:1 

Proof The proof will appear in Sect. 5.2*. 

Remark. These estimates are sharp: see Sect. 8.2*. 

Examples. If X is an affine n-dimensional variety and We X is a local com
plete intersection morphism of codimension k, then the complement X - W has 
the homotopy type of a CW complex of dimension n + k -1. (If W is a hypersur
face, then this is obvious since in this case, X - W is also an affine algebraic 
variety.) 

1.3. Local Lefschetz Theorems 

The Lefschetz theorems of Sects. 1.1 and 1.2 are special cases of a more general 
result: the local Lefschetz theorems (see [Gro] or [HL3]). In its simplest form 
this theorem applies to an isolated singularity p of an n-dimensional complex 
algebraic subvariety X of some algebraic manifold P. If L= X n oB;;(p) denotes 
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the link (in X) of the point p and if H denotes a hyperplane section of X 
(with respect to some local coordinate system on P) which contains the singular 
point p, and is generic among all hyperplane sections which contain the point 
p, then the homomorphism 

ni(L n H) --> ni(L) 

is an isomorphism for all i < n - 2 and is a surjection for i = n - 2. This result 
is local near the point p, and there are no projectivity assumptions on X. (Thus, 
the manifold P may be replaced with an open subset of (CN, with no loss in 
generality.) However, the usual Lefschetz theorem on hyperplane sections follows 
from this local result: suppose Y is a nonsingular projective algebraic variety 
and ii is a generic hyperplane in projective space. Let X denote the (complex) 
cone on Y, with conepoint p, and let H denote the cone on ii. It follows that 
p is an isolated singular point of X, and that the link L of p in X is a circle 
bundle over Y. Similarly H n L is a circle bundle over H. Consider the following 
diagram of exact sequences in homotopy for these fibre bundles: 

Applying the five lemma together with the local Lefschetz theorem for the homo
morphism ni(LnH)-->ni(L) gives the (usual) Lefschetz theorem, i.e., the homo
morphism ni(YnH)-->ni(Y) is an isomorphism for all i<dim(Y)-l and is a 
surjection for i = dim (Y) - 1. 

In this section X will denote a complex algebraic subvariety of some non
singular variety M, and n: X -->P will be a complex algebraic map, where P 
is a nonsingular algebraic variety. Fix PE'Tr(X) and let oB~(p) denote the bound
ary of a ball of radius <5 about the point p (with respect to some Riemannian 
metric on P). Let H be an affine linear subspace of codimension c in P (with 
respect to some local coordinate system about p) which passes through the 
point p, and let He denote an e-neighborhood of H, with respect to some real 
analytic Riemannian metric on P. 

Theorem 1. Suppose X is nonsingular, connected, and purely n-dimensional. 
Let ¢(k) denote the dimension of the set of points ZEP-H such that the fibre 
n- 1 (z) has dimension k. (If this set is empty, we set ¢(k) = - 00.) If <5 is sufficiently 
small, then for any e > 0 sufficiently small, the homomorphism induced by inclusion, 

ni(X n n- 1 (oB~(p) n He)) --> ni(X n n- 1 (aB~(p))) 

is an isomorphism for all i < n and is a surjection for i = n, where 

n=n-sup (2k-(n-¢(k))+inf(¢(k), c-l))-2. 
k 

Furthermore: (1) If H is a generic affine subspace or if n is proper, then the 
neighborhood He may be replaced by H in the above formula. 
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(2) The assumption that X is algebraic may be replaced by the assumption 
that P is a nonsingular analytic variety, X is the complement of a closed subvari
ety of a complex analytic variety X, and that n extends to a proper analytic 
map if: X ..... P. 

Proof The proof will appear in Sect. 5.3. 

Remark. The subspace H may be replaced by an arbitrary complete intersec
tion of codimension c, because such a complete intersection may be locally 
realized as a linear subspace H' by composing with an embedding g: P ..... r. 
In this case, if n is proper or if H is generic (with respect to the local general 
linear group action at the point p, in some local coordinate system), then the 
neighborhood HE may be replaced by H. Otherwise, the neighborhood HE must 
be taken to be a neighborhood of the form g - 1 (H~), where H~ is an e-neighbor
hood of the linear subspace H' CP'. 

Theorem 2. Suppose n is finite (but not necessarily proper). Let cj>(k) denote 
the dimension of the set of points x EX - n - 1 (H) such that a neighborhood of 
x (in X) can be defined by k equations, and no fewer. (If this set is empty, 
we set cj>(k)= -00.) If J is sufficiently small, then for all e>O sufficiently small, 
the homomorphism induced by inclusion 

ni(X n n- 1 (8B;;(p) n HE)) -+ ni(X n n- 1 (8B;;(p))) 

is an isomorphism for all i < ft and is a surjection for i = ft, where 

ft=inf(di~(M)-k-inf(cj>(k), c-1)))-2. 
k 

Furthermore: (1) If H is a generic subspace or if n is proper, then the neighbor
hood HE may be replaced by H in the above formula. 

(2) The assumption that X is algebraic may be replaced by the assumption 
that P is an analytic variety, X is the complement of a closed subvariety of 
a complex analytic variety X, and that n extends to a proper analytic map 
if: X ..... P. 

(3) If X is purely n-dimensional (with arbitrary singularities) and H is generic, 
then the homomorphism 

IHi(X n n- 1 (8B;;(p)n H); Z) -+ IHi(X n n-l(8B;;(p)); Z) 

is an isomorphism for all i < n - c -1 and is a surjection for i = n - c -l. (Here, 
IHi denotes the middle intersection homology with compact supports.) 

Proof The proof will appear in Sect. 5.3, and the intersection homology 
part of the proof will appear in Sect. 6. 

Special cases. An outline of a proof for the following special case of Theorem 
2 appears in Hamm [H4]: Suppose that X is an n-dimensional local complete 
intersection properly embedded in ([N or ([IPN. Let H be a linear hyperplane, 
pEXnH, and let Lp(X)=Xn8B;;(p) denote the intersection of X with the 
boundary of a ball B;;(p) of sufficiently small radius J which is centered at 
p. Then the homomorphism 
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nj(Lp(X) n H) ~ nj(Lp(X)) 

is an isomorphism for all i < n - 2 and is a surjection for i = n - 2. 
Similar results for homology (in place of homotopy) are proven in Kaup 

[Ku3]. See also Le [LeI]. An important related result is the theorem of Hamm 
[HI], [H2] (see Sects. 4.6 and 4.6*) on the local connectivity of local complete 
intersections. 

Remark. The subspace H may be replaced by an arbitrary complete intersec
tion of codimension c, because such a complete intersection may be locally 
realized as a linear subspace H' by composing with an embedding g: P~P'. 
In this case, if n is proper or if H is generic (with respect to the local general 
linear group action at the point p, in some local coordinate system), then the 
neighborhood HE may be replaced by H. Otherwise, the neighborhood HE must 
be taken to be a neighborhood of the form g - 1 (H~), where H~ is an e-neighbor
hood of the subspace H' c P'. 

1.3*. Local Homotopy Dimension 

In this section we suppose that X is an n-dimensional connected analytic subvari
ety of some nonsingular analytic variety M, and that n: X ~ P is an analytic 
map to some nonsingular variety P. Fix pEZ=n(X) and let aBo denote the 
boundary of a ball of radius b about the point p (with respect to some Riemann
ian metric on P). Let H be an affine linear subspace of codimension c in P 
(with respect to some local coordinate system about p) which passes through 
the point p. 

Theorem 1. Suppose n is proper. Let </J(k) denote the dimension of the set 
of all points Z E Z such that the fibre n - 1 (z) has dimension k. (If this set is 
empty, we set </J(k) = - 00.) If b is chosen sufficiently small, then the space 

n- 1 (ZnaBo(p)-H) 

has the homotopy type of a CW complex of dimension less than or equal to 

Ii = n + sup (2k-(n- </J(k)) + inf(</J (k), c-I)). 
k 

Proof The proof will appear in Sect. 5.3*. 

Theorem 2. Suppose that X is an n-dimensional complex analytic subvariety 
of some complex analytic manifold M. Fix a subvariety wcx which is locally 
determined in X by k equations. Fix a point PEW and let aBo(p) denote the 
boundary of a small of radius b which is centered at the point p. Define 

Lp(X)=aBo(p)nX Lp(W)=aBo(p)n w. 
If b is sufficiently small, then the space Lp(X) - Lp(W) has the homotopy type 
of a C W complex of dimension ::;; n + k - 1. 

Proof The proof will appear in Sect. 4.6*. 
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Special cases. Related results appear in Hamm [HI], [H2] and Hamm [H4]. 
A slightly more refined version of Theorem 2 may be true, which would have 
consequences for intersection homology: 

Conjecture. The space Lp(X) - Lp(W) deformation retracts (by a stratum pre
serving deformation) to a Whitney stratified subset of Lp(X) which intersects 
each stratum S of X in a subset of dimension :s;s+k-I, where s=dim(C(S). 
See also [U2]. 



Chapter 2. Normal Morse Data 
for Complex Analytic Varieties 

2.0. Introduction 

In this chapter we describe the local topological structure of a complex analytic 
variety and a generic complex analytic function on that variety. Most of the 
material described in this section is fairly well known, see for example [Mi2], 
[Du], [HI], [H2], [HL3], [LK], [Kp4] , [Le3], [LM], [LTl]. However the 
proofs we give here are rigorous and are easy, given the technique of "moving 
the wall" which was developed in Part I. 

The main application of this section is to the analysis of normal Morse 
data of a real valued function defined on a complex analytic variety. We will 
show that the homeomorphism type of the link of a singular point and of 
the normal Morse data at that point are determined by the complex link 2 
and the monodromy homeomorphism J1: 2 --+ 2. In Part I it was shown that 
the normal Morse data of a nondepraved critical point depends only on the 
differential of the Morse function, so throughout this chapter we will fix a partic
ular nondegenerate covector ill and study the normal Morse data associated 
to it. The key trick (Sect. 2.1.4) in complex Morse theory is to realize that 
this co vector ill is also the differential of the real part of a complex analytic 
function. This allows us to replace any smooth Morse function (locally) with 
a complex analytic function when analyzing the normal Morse data. 

This local analysis is made in terms of the complex link 2 of an i-dimensional 
stratum of a Whitney stratified complex analytic subset of n-space. This is (rough
ly) the intersection of a small tubular neighborhood of that stratum with a 
nearby generic plane of dimension n - i - 1. 

The complex link of a stratum S of a singular variety X is obtained from 
a generic projection f: X --+ <C in the same way that the Milnor fibre [Mi2] 
of a hypersurface Y = g - 1 (0) is obtained from a singular projection g: X' --+ <C 
of a nonsingular variety X'. In particular, there is a related Milnor fibration 
and monodromy homeomorphism J1: 2 --+ 2. The complex link together with 
this monodromy homeomorphism determine the link of the stratum S (Sect. 
2.4; the technicalities in the proof are actually carried out in Part I, Chap. 12)), 
but the complex link has the added interesting property that it is a complex 
analytic space, which admits a canonical Morse function, so it can be studied 
using complex Morse theory. Such a study is carried out in Chap. 4. We believe 
that the complex link, together with its complex structure and monodromy 
homeomorphism constitute the local" complex" nature of the singularities of X. 
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2.1. Nondegenerate Covectors 

In this chapter we will study a complex analytic subvariety Z of some complex 
analytic manifold M. We fix a (complex analytic) Whitney stratification of Z, 
whose strata are indexed by some partially ordered set Y. We fix a stratum 
S of Z and let n: Ts* M -> S denote the conormal bundle of S in M whose 
fibre n-l(p)=Ts~pM consists of all covectors wET/M such that w(I;,S)=O. 
(Recall from Part I, Sect. 1.8 that 

Tp* M = HomJR(TpM, lR) = Hom«;(I;, M, <C) 

and in particular that Ts* M -> S is a complex vectorbundle.) 

2.1.1. Definition. The set of nondegenerate conormal vectors, is the set 

Cs={wETs* M 1 w(Q)=l=O for any generalized tangent space Q=f= TpS} 

where a generalized tangent space is any limit of tangent planes from any stratum 
R> S in Z (see Part I, Sect. 1.8). 

2.1.2. Remark. By Part I, Proposition 1.8, the set Cs is the complement of 
the complex codimension one subvariety V c Ts* M of degenerate covectors. The 
zero section is contained in V. By [Tel], or [HM] and [NT], for any point 
PES, the intersection Vn TS~pM of V with the conormal space of Sat p consists 
of a subvariety of the conormal space, which has codimension ~ 1, i.e., there 
are no "exceptional points" (see Part I, Sect. 1.8). 

Fix a nondegenerate covector w at a point p = n(w). 

2.1.3. Definition. A quintuple (N', f, r, b, E) is normal projection data for w 
at p if: 

(a) N' is a complex analytic submanifold of M which meets the stratum 
S transversally at a single point, p. We define the normal slice N = N' n Z and 
we canonically identify the spaces Ts~ pM -> T* N'. 

(b) f: N' -> DO c <C is a proper complex analytic map to the unit disk such 
thatf(p)=O and d(Re(f))(p)=w under the above canonical identification. 

(c) r is a Riemannian metric on M. By abuse of notation we will also denote 
by r(z) the square of the distance (p, z) in this metric. 

(d) b>O is so small that: 
(i) N n BiJ(p) is compact, where 

BiJ(p) = {qEM 1 r(q)::;;b} 

(ii) 8BiJ(p) = {qEM 1 r(q)=b} is transverse to each stratum of N. 
(iii) The same holds for every b' ::;; b, i.e., for each stratum A of Z, the restric

tion r 1 (A n N') has no critiCal values in the interval (0, b]. 
(e) E > 0 is so small that 

(i) For every stratum A of Z, the restriction f 1 AnN' has no critical values 
in the disk De C <C, except for the isolated critical value O. 

(ii) For every stratum A of Z and for any point ZEA n N' n 8BiJ(p), if If(z)I::;;E 
then the complex linear map 



Chapter 2. Normal Morse Data for Complex Analytic Varieties 161 

(dr(z), df(z))14(AnN'): 4(AnN')--+<c2 

has rank 2. 
(iii) For any 6'::::; 6 there exists e'::::; e such that for any stratum A of Z and 

for any point zEA n N' n aB,y{p)nf- 1 (De), the map 

(dr(z), df(z))14(AnN'): 4(AnN')--+<c2 

has rank 2. 

2.1.4. Lemma. Normal projection data exists for any WECs . 

Proof By choosing local coordinates on N' in some neighborhood of the 
point p, we may replace the manifold N' by Euclidean space <cm • The covector 
W gives rise to a complex analytic function f by 

f(z)=w(z)- iw(iz) 

such that d(Re (f))(p) = w. Choices for e and 6 exist by Part I, Sect. 12.2 provided 
e ~ 6. In fact, given N', f, and r as above, there is a fringed set A c IR + x IR + 

of type 0<6~e~1 so that the map 

(r, f) I (Z n N'): Z n N' --+ IR x <C 

has no characteristic covectors in the region 

A # = {(u, V)EIR + x <C I (u, IvI)EA}. 

2.2. The Complex Link and Related Spaces 

The complex link is the central object of study in complex Morse theory. It 
is a well-known object which is analogous to the "Milnor fibre", and was studied 
in depth in [LK]. See also [LTl], [H4], [Db1]. The complex link is closely 
related to the polar varieties of [LT1]. See [LT2] for formulas relating the 
Euler characteristic of the complex links to the multiplicities of the polar vari
eties. The Euler characteristic of the complex link is also related to the local 
Euler obstruction of [MP1] (see [LT2], or [Db1], [Db2]). 

Choose a nondegenerate covector WECs at in Sect. 2.1, and choose a set 
{N', f, r, 6, e} of normal projection data. Define N =N' nZ and let ~ =e+OiE<C. 

Definition. The complex link !l' and its boundary a!l' are the spaces 

!l' = f - 1 ( ~) n N n B J (p) a!l' = f- 1 (~) n N n aBJ(p). 

We also define the following related spaces: 

(0) The disk and normal ball: 

De= gE<C 11'1 ::::;e} 

NJ=BJ(p)nN 

D?=De- aD, 

aDe~gE<CII(I=e} 

aNJ=aBJ(p)nN 

NJo=NJ-aNJ. 
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(1) The cylindrical neighborhood of p, its interior, and boundary: 

C=f-I(D,)nNJ CO=f-I(D?)nNJo 

L=oC=C-Co. 

(2) The horizontal and vertical parts of the link: 

Lh= f-I(D,)noNJ L~= f- I (D?)noNJ 

Lv = f - I (aD,) n NJ L~ = f - I ( aD,) n Nl 

a Lh = a Lv = f - I (aD.) noN J . 

(3) The cut off spaces: 

C<o= f- I {( I Re(()<O} n C 

L<o=C<onL. 

Each of these spaces is Sf'-decomposed by its intersection with the strata of 
N (which are also the strata of Z) and is canonically Whitney stratified since 
each is a transversal intersection of Whitney stratified spaces. 

---------

The normal ball B.(P) The cylindrical neighborhood C 

The vertical part L, of the link The horizon tal part L. of the link 
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2.3. The Complex Link is Independent of Choices 

Suppose Wo and WI are nondegenerate covectors in Ts* M and suppose that 
po=n(wo) and PI =n(w 1 ) lie in the same connected component of the stratum 
S. (By abuse of notation we now denote this connected component by S.) Let 
(N~, fo, ro, bo, 80) be normal projection data for Wo and let (N{, fl' r l , bl , 

8 1) be normal projection data for WI. Let To denote anyone of the twenty 
spaces defined in Sect. 2.2, as constructed with respect to the choices (wo, N~, 
fo, ro, bo, 80) and let TI denote the corresponding space as defined with respect 
to the choices (WI, N{,fl' r1 , b1 , 8 1). 

Theorem. There exists a (nonnatural) 9"-decomposition preserving homeo
morphism H: To -+ T1 • If Po = PI and if Wo = WI' then this homeomorphism H 
has a natural choice up to isotopy. 

This theorem follows immediately from three lemmas which we now state: 

2.3.1. Lemma. The space Csc Ts* M of nondegenerate conormal vectors is 
smoothly path connected. 

2.3.2. Lemma. It is possible to associate to each WECs a set of normal projec
tion data {N~,fw, rw, bw, 8w} by an association which is "smooth" in thefollowing 
sense: Let Tw C Z denote the space corresponding to T which is determined by 
the choices {N~, fw, r w' bw, 8w}. Let 

T={(q, w)EM x CslqETw} 

be the family of these Tw. Then the projection to the second factor, T -+ Cs is 
a (locally trivial) stratified submersion. 

2.3.3. Lemma. Fix WECs and p=n(w). If (N~, fo, ro, bo, 80) and (N{, fl' 
rl' b1 , 8 1) are two choices of normal projection data for w, then the corresponding 
spaces To and TI are homeomorphic by a homeomorphism H which has a canonical 
choice up to isotopy. 

Proof of Lemma 2.3.1. This is just proposition Part I, Sect. 1.8 and the fact 
that S is connected. D 

Proof of Lemma 2.3.3. This is just Part I, Sect. 12.4 with the slight difference 
that here we are allowing the function to vary, but we are fixing its differential 
at p, whereas in Part I, Sect. 12.4 the function was fixed once and for all. But, 
the required modification is trivial. D 

Proof of Lemma 2.3.2. First we recall the complex analytic tubular neighbor
hood theorem: there is a neighborhood U of the zero section of the normal 
bundle 8: TM/TS-+S and a smooth embedding </J: U-+M so that </JIS=ide
ntity, and so that for each PES the fibre 8- 1 (p) n U is embedded by </J as a 
complex analytic submanifold of M which is transverse to S at the point p. 
This allows us to define the normal slices Nw and the local normal functions 
fw as follows: 

N~ = </J(8- 1 (8(w)) 

fw = W 0 ( </J - 1 I N~). 
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Take the Riemannian metric r w to be any fixed metric (independent of w). It 
remains to find choices for 6w and Cw • 

Consider the set 

consisting of triples (w, 6, c) such that the quintuple (N~, fro, r ro' 6, c) is normal 
projection data for w. (This is a condition on 6 and c: see Sect. 2.1 (d) and 
(e).) It is easy to see that B is an open set (since Sect. 2.1 (d) and (e) are open 
conditions and w is nondegenerate). Thus, B is a fringed set parameterized 
by the (noncompact) manifold Cs . By Part I, Proposition Sect. 5.5 there is a 
section s: Cs ~ B of the projection n l : B ~ Cs , i.e., a way of associating to each 
WECs a pair (6w , cw)EIR + x IR + with the required properties. 

The local triviality of the map T ~ Cs now follows from Thorn's isotopy 
lemma (Part I, Sect. 1.5). In fact, it is a (fibrewise) transversal intersection of 
Z with various smooth manifolds and manifolds with boundaries. 0 

Remark. The space Cs is very much noncompact. As one approaches a 
point WECs near the "edge" of Cs , the values of 6ro and Cw may shrink rapidly. 

2.4. Local Structure of Analytic Varieties 

The following statements, (a), (b), (c), and (d), were announced without proof 
in [OM3]. They are the key technical lemmas which allow us to analyze the 
normal Morse data for complex analytic varieties. Similar results have appeared 
in the literature in varying degrees of generality and detail, beginning with Mil
nor [Mi2] (in the case of isolated singularities), and followed by [U3] (for 
general singularities). See also [Du], [HI], [H4], [Ul], [LM], [LT2]. We refer 
the reader to Sect. 8.5 for Hironaka's counterexamples to similar sounding state
ments. 

For the purpose of applications to Lefschetz theorems and estimates on 
homotopy dimension (Sects. 5.1 and 5.2), we will need only part (d) of the 
following proposition, and its Corollaries 1 and 1 * (in the relative case, Sect. 
2.6). The local Lefschetz theorems and connectivity theorems (Sect. 5.3) will 
also use part (a) and part (c). The rest of the proposition is needed for the 
Lefschetz theorems in intersection homology (Sect. 6) [OM3]. Parts (a), (b), 
(c), and (d) ofthis proposition have analogous statements for an arbitrary proper 
complex analytic map to <C. This is discussed in the appendix, Sect. 2.A. 

We use the notation established above, i.e., S is a stratum of Z, WE 1S* M 
is a nondegenerate co vector, p=n(w) is a point in S, N' is a transverse submani
fold through S at the point p and N = N' n Z is a "normal slice", f: N ~ DO c<C 
has d(Re (f)(p) =w, and c>O and 6>0 are chosen so that (c, 6) satisfy the condi
tions Sect. 2.1 (d) and (e). Set f = fl + if2· 

We show in part (a) that the vertical part of the link is a fibre bundle 
over the circle, with fibre homeomorphic to the complex link. In part (e) we 
show that the horizontal part of the link is a product of a two-disk with the 
boundary of the complex link. The intersection of these two pieces of the link 
is collared in both pieces and the collared neighborhood is a trivial bundle 
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over the circle. This collaring restricts in each fibre to a collaring of oft' in 
ft'. We also show (in parts (b) and (c)) that although the cylindrical neighborhood 
C is a different shape from the usual "conical neighborhood" N{), it is also 
conical, and, when cut off by the values f1- I (± 1]) it gives the normal Morse 
data for the function fl' However, it may be necessary to choose this I] very 
much smaller than 8 and 6. Finally, in part (d) we show that the halflink is 
topologically a product of the complex link with an interval, and this homeo
morphism preserves boundaries. 

Proposition. (a) Milnor fibration ([Mi2], [U3], [LT2]). The restriction 
f I Lv: Lv - a Do is a topological fibre bundle with fibre ft'. In fact, the restriction 
f: (C- f-I(O))-Do-{O} is a fibre bundle with fibre ft'. 

(b) The cylindrical neighborhood is conical. For any 1]>0 sufficiently small, 
there are (Y'-decomposition preserving) homeomorphisms 

G F 
(C, L)---+(N,;, oN,;)---+(cone(oN,;), oN,;) 

with the following properties: 
(i) G preserves the levels f1 = -I], fl = 0, fl = 1]. In other words, 

fl(Z)EK~fl G(z)EK, where K is any of the following sets: 

(- 00, -1]), {-I]}, (-1],0), {O}, (0,1]), {I]}, (I], (0). 

(ii) F preserves the level fl = 0. In other words, F takes the sets 

N{) (')fl- 1 (- 00,0) homeomorphically to cone (oN{) (')f1- 1 (- 00,0)) -conepoint 

N{) (')f1- 1 (0) homeomorphically to cone (oN{) nfl-I (0)) 

N{) (')f1- 1 (0, (0) homeomorphically to cone (oN{) (')f1- 1 (0, 00 ))-conepoint. 

(c) The cylindrical neighborhood gives Morse data. For any 1]>0 sufficiently 
small, the pair (C (')fl- 1 [ -I], 1]], C (')fl- 1 (-1])) is normal Morse data, i.e., is 
homeomorphic (by an Y'-decomposition preserving homeomorphism) to the pair 

(N{)(')fl- 1 [-8,8], N{)nf1- 1( -8)). 

(d) The ha1j7ink is the complex link times an interval. There are (Y'-decomposi
tion preserving) homeomorphisms of pairs, 

(r, or)~(ft', oft') x (1, (1) 

(t-, or) ~ (ft', oft') x (1, (1) 

where t+ (resp. t-) denotes the upper (resp. lower) halflink, I denotes the unit 
interval [0, 1], and oI={O, 1}. 

(e) Collarings of oft'. There is a number w>o and a neighborhood U of 
Lh in C and a homeomorphism 

H: oS£' x [6-w, 6] x Do - U 

which commutes with the projection (r, f): U .,.-+ lR X ([2, i.e., 

r(H(z, u, v))=u and f(H(z, u, v))=v 

and which restricts to homeomorphisms 
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(i) HI: 8!E X D, --+ Lh which commutes with f: Lh --+ D, 
(ii) H 2 : a!E x :' 1)" --+ aLh = aLv which commutes with f: aLh --+ aD, 

(iii) H3: a!E x Lv-w, t5] x aD,--+ U nLv which commutes with 

(r,f): UnLv--+[t5-w,t5]xaD,. 

Each of the spaces in the preceding proof has a canonical 9"-decomposition, 
and the homeomorphisms may be chosen so as to preserve these 9"-decomposi
tions. 

Proof See Part I, Sect. 12.5. D 

Corollary 1. If g: Z --+IR is any Morse function with a nondegenerate critical 
point at p, then the normal Morse data of g has the homotopy type of the pair 

(cone (!E), !E). 

Proof By Theorem 2.3, the normal Morse data is independent of the function, 
so we may take (for example) g to be any Morse function so that dg(p)=w. 
The result now follows from Part I, Sect. 12.5. D 

The following diagram illustrates the fibres of the projection of the cylindrical 
neighborhood, f: C --+ <C for the case of an isolated quadratic surface singularity. 

Fibres of the projection of the cylindrical neighborhood 

If ~EaD" then C nf- 1 (~) is the complex link !E. These form the fibres of 
a locally trivial bundle over D,-{O}, which does not extend in a locally trivial 
way over the origin because the central fibre f - 1 (0) is singular. However, the 
horizontal part Lh of the link is a trival bundle over D, whose fibre a!E consists 
of two circles. 

2.5. Monodromy, the Structure of the Link, and the Normal Morse Data 

In Sect. 2.4, Corollary 1, we saw that the homotopy normal Morse data could 
be described completely in terms of the complex link !E. In this section we 
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show that the homeomorphism type of the normal Morse data and the homeo
morphism type of the link can be described in terms of the complex link and 
the monodromy homeomorphism fl: 2 --> 2. 

By Sect. 2.4 (a), the projection Lv --> oDe is a fibre bundle with fibre 2, and 
is therefore classified by an orientation of the circle oDe and an isotopy class 
of homeomorphism fl: 2 --> 2 (which is called the monodromy). In fact (by 
Part I, Sect. 12.7), the monodromy homeomorphism may be chosen to preserve 
strata of 2 and to be the identity in a neighborhood of 02. By Sect. 2.4 (b), 
the link aN/) is homeomorphic to the boundary L=aC of the cylindrical neigh
borhood. Since L has been decomposed into two pieces, 

L=LvuOLv Lh 

and by Sect. 2.4 (e), Lh is homeomorphic to 02 x D2 and aLv=aLh is homeo
morphic to 02 x St, we have the following: 

Corollary 2. The link aN/) is homeomorphic to the space 

[(2 x [0, 2n])j(t, O)~(fl(t), 2n)] Uo5e xS' [02 X D2] 

which is obtained from the complex link by the following procedure: 
(a) form the product of 2 with the interval [0, 2n] and attach the ends together 

using the monodromy fl, 
(b) attach to this the product 02 x D2 of the boundary of the complex link 

with the two-disk, along the subspace of!! x Sl. D 

The following three diagrams illustrate the reconstruction of the link L ~ aN/) 
from the complex link 2. 

Jl -

Jl -
[0'2nJ~ 

o 2n 

Glue by monodromy !f x [0, 2nJ 

---

This gives the vertical 
part Lv of the link 

Attach (}!f x D2 

If we combine this description of the link together with the description Sect. 
2.4(c) of the normal Morse data and use the collarings of Sect. 2.4 (d), then 
it is easy to show (see, e.g. [OM3]) that 

Corollary 3. The normal Morse data is homeomorphic to the pair (J, K) where 
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J = cone ([(2' x [0, 2 n])j(t, 0) ~ (.u(t), 2 n)] u 8!l' x s' [02' X D2]) 

K=2' x [0, n] 

and where K e J is embedded in the base of the cone. In other words, 

(J, K)~(cone(L), L~) 

where L~ =Lv nf- 1 (- 00, OJ. 

For completeness, we also recall (from Part I, Sects. 12.7 and 12.8) the follow
ing facts about the monodromy homeomorphism: 

Theorem. The monodromy is the identity on some neighborhood of 02'. The 
isotopy class (modulo some neighborhood of the boundary) of the monodromy 
is independent of all choices (i.e., the control data, normal slice, Riemannian metric, 
allowable choices of e and b, and the function f). 

Proof This is proven in Part I, Sects. 12.7 and 12.8, except for the indepen
dence under a change of the function J, which follows (in this complex analytic 
context) from Proposition 2.1. D 

2.6. Relative Normal Morse Data for Nonproper Functions 

This section is a complex analytic version of Part I, Sects. 9, 10, and 11. We 
assume as above that Z is a complex analytic Whitney stratified subset of some 
complex analytic manifold M. As in Part I, Sect. 11 we also fix a Whitney 
stratified subset X of some smooth manifold M', and a proper surjective map 
if: X -+ Z, which is the restriction of a smooth map from M' to M. We suppose 
that if is stratified (Part I, Sect. 1.6) by the given stratifications of X and Z, 
i.e., the restriction of if to each stratum of X is a smooth proper submersion 
(and hence is a fibre bundle) over a stratum of Z. We fix an open subset X eX 
which is a union of strata, and define Z=n(X)eZ. 

XeX 

. j .j 
ZeZ----.1R 

f 

We also fix a stratum S of Z, a point PES, and a nondegenerate conormal 
vector wETs~pM. We make a choice (N', J, r, b, e) of normal projection data 
(Sect. 2.1) corresponding to w at the point p, and we identify Tp* N' with Ts~ pM. 
These choices determine a complex link 2' of Z at the point p. 

Definition. The relative complex link 2'; of f at p (resp. the relative normal 
slice N;, ball (NoXL cylindrical neighborhood (C~, L"x), horizontal and vertical 
parts of the link (LS~:, (Lvm is defined by 

2';=X n if-I (2') 
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i.e., it is the intersection with X of the preimage of the complex link (resp. 
the normal slice, ball, cylindrical neighborhood, horizontal and vertical parts 
of the link). 

Proposition. The results of Proposition 2.4 remain valid when each of the above 
spaces is replaced by the corresponding relative space, with the single exception 
of the existence of the homeomorphism F in part (b). 

Proof See Part I, Sect. 12.9. D 

Remark. It is not necessary to assume that X is a complex analytic variety 
or that if is a complex analytic map. However, this will usually be the case 
because stratified maps occur most naturally as a result of the following fact: 
If ¢: A -+ B is a proper complex analytic map between complex analytic spaces, 
then there are complex analytic Whitney stratifications of A and B such that 
¢ becomes a stratified map (see Sect. 2.7). 

Corollary 1. If g: Z -+IR is any Morse function with a nondegenerate critical 
point at p, and if PEZ-Z, i.e., if if-l(p)cX -X (i.e., p is a "critical point 
at irifinity "), then the following pair is homotopy normal Morse data for go n: 

Cst;, a2;) x (l, aI). 

Proof By Theorem 2.3, the normal Morse data is independent of the function, 
so we may take g to be (for example) any Morse function such that dg(p)=w. 
The result now follows from Part I, Sect. 12.9. D 

Corollary 1*. If g: Z -+IR is any Morsefunction with a nondegenerate critical 
point at p and if if - 1 (p) C X (i.e., n is locally proper near the fibre over p), 
then the relative normal Morse data for go n at p has the homotopy type of 
the pair 

where cyl denotes the mapping cylinder of the specialization map (Part I, Sect. 
9.7), ¢: 2"-+n-l(p). 

Proof By Theorem 2.3, the normal Morse data is independent of the function, 
so we may take g to be (for example) any Morse function such that dg(p)=w. 
The result now follows from Part I, Sect. 12.9. D 

2.7. Normal Morse Data for Two Complex Morse Functions 

In this section we prove a result of K. Vilonen [MV]. Suppose S is a stratum 
of Z, PES, N' is a submanifold of M which meets S transversally at the point 
p, and suppose there are two conormal vectors, 

w, I] E 1S~ p M ~ ~* N' 

which are jointly nondegenerate at p, i.e., 

(w, I])(Q/~ S) = ([:2 
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for every generalized tangent space Q at the point p (except for the single case 
Q = ~ S). A choice of normal projection data is (N', f, r, 6, s), which is consistent 
with (j) and N' determines a complex link fe. 

Theorem. (a) The monodromy f.-C fe -+ fe is isotopic to the identity. 
(b) There is a homeomorphism 

fe~fe' x (D2, 8D2) 

where D2 denotes the two-disk and 

fe' =NlJnf-l(s)ng-1(0). 

Here 6 and s must be chosen in accordance with Part I, Sect. 12.10 so as to 
satisfy 0 < s ~ 6. 

Remark. A similar result holds in the relative and non proper case. 

Proof See Part I, Sect. 12.10. D 

2.A. Appendix: Local Structure of Complex Valued Functions 

This section is parallel to Sects. 2.2-2.4 but differs from these sections in two 
ways: 

(a) We consider an arbitrary proper complex analytic map f: Z -+ DO, rather 
than a nondegenerate map defined on the normal slice. 

(b) We choose a stratification of f so that Z 0= f - 1 (0) is a union of strata. 
In particular, it is possible for Zo to contain a whole component of Z. 

We then show that parts (a), (b), (c), and (d) of Proposition 2.4 continue 
to hold in this context. These often quoted results ([Du], [H1], [H4], [HLl], 
[KT2]) are not central to our development (which is concerned with nondegener
ate functions f which arise by complexifying a Morse function), but are included 
here because the proof is virtually the same as that in Sect. 2.4 and we will 
use the results in Sect. 4.6*. 

These results are surprisingly delicate and rely on the paper [Hi2] which 
uses the generic wing lemma, the curve selection lemma, etc. We refer the reader 
to Sect. 8 for Hironaka's counterexamples to similar sounding statements. 

2.A.1. The setup. In this section we suppose that Z is a complex analytic 
subvariety of some complex analytic manifold M; that f: Z -+ DO c <C is a proper 
complex analytic map to the open unit disk, which can be Whitney stratified 
so that OEDo is the only stratum of dimension zero. It follows ([Hi2] Corollary 1 
to Theorem 2, p. 248) that the central fibre Zo = f- 1 (0) can be refined so that 
f satisfies Thorn's condition A J' i.e., 

If A is a stratum of Zo and if B is a stratum of Z - Z 0, and if biE B is 
a sequence of points converging to some point aE A, and if the planes 1'", B 
converge to some plane "C and if the kernels ker(df(b i ) I 1'",B) converge to some 
limiting plane K, then 

K::J ker (df(a) I "C). 



Chapter 2. Normal Morse Data for Complex Analytic Varieties 171 

We shall use the notation fl and f2 to denote the real and complex parts 
of f, i.e., f = fl + if2. We also fix a point PEZo and a Riemannian metric on 
M, and we define the function r(x) to be the square of the distance between 
p and x. 

2.A.2. Lemma. There exists a fringed set Dc IR + x IR + of type ° ~ 8 ~ 6, so 
that the map 

(r,f): Z -+IR + x <C 

has no characteristic covectors in the set 

D* = {(u, V)EIR + x <C I (u, IvI)ED} 

except over points along the r axis (i.e., f = 0). 

Proof Take r so small that the boundary of the ball 

aBo(p) = {zEM I r(z)=6} 

is transverse to each stratum of Z (by Whitney's condition B). Now suppose 
there is a sequence of points ziEZnaBo(p) such that f(z;)=l=O, f(Zi)-+O, and 
such that dr(zi)' dfl(zi), and df2(zi) are linearly dependent when restricted to 
the stratum Bi, which contains the point Zi. By choosing a subsequence if neces
sary, we may suppose the Zi all lie in the same stratum B of Z, that they 
converge to some point Zo in a stratum A of Zo, and that the subspaces 

Ki=ker(df(zi)14.(B)) and Ti=4,(B) 

converge to some limiting spaces K and T respectively. It follows that dr(zo) 
vanishes on K. But, 

K:::Jker df(zo) I T:::J 40A 

by condition AI and by Whitney's condition A for the pair A<B. Thus, aBo(p) 
is not transverse to A at the point Zo. This is a contradiction. D 

Now fix a point (8, 6)ED, let '=8+0i, and consider the analogous sets to 
those of Sect. 2.3, i.e., 

Definition. 
De=gE<CII(I~8} 

Bo= {ZEZ I r(z)~6} 
2'=f- I(OnBo 
C=f-I(De)nBo 

L h= f- I (De)n aBo 

Lv= f- I (aDe)n Bo 

L=LvuLh=ac 

1+ = fl- I (8) n Bo 

1- = fl- 1 ( - 8) n Bo 

aDe={(E<CII(I=8} 

aBo (8) = {ZEZ I r(z)=6} 

a2' = f- 1 (,) naBo 

aLh= f-l(aDe)naBo 

aLv=aLh 

a1+=fl- 1 (8)naBo 

a 1--. ~a1+. 

Proposition. The topological type of the above spaces is independent of the 
choice of 8, 6, and the Riemannian metric. (However the spaces 2', Lv and Lh 
may depend on the function f.) 
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Proof The proof is identical to that in Part I, Sect. 12.4. D 

2.A.3. Proposition. (a) The restriction 

f I Lv: Lv -+ aD, 

is a topological fibre bundle with fibre 2. The restriction fiE - f -1 (0) is a 
fibre bundle over D,- {O}, with fibre il'. 

(b) There are stratum preserving homeomorphisms 

(E, I) -+ (Bo, aBo) -+ (cone (a Bo), aBo). 

If '1>0 is sufficiently small, then these homeomorphisms may be chosen so as 
to preserve the levels Re (f) = 0 and Re (f) = ± '1. 

(c) For any '1>0 sufficiently small, the pair (CnRe(f)-1 [-'1, '1J, 
CnRe(f)-l(-'1)) is homeomorphic (by an Y"-decomposition preserving homeo
morphism) to the pair 

(NonRe(f)-l[ -G, GJ, N(\nRe(f)-l(-G)). 

(d) There are homeomorphisms of pairs 

(1+, (1)~(il', ail') x (I, aJ) 

(1-, (1)~(il', all) x(l, aI). 

Remark. Part (e) of Proposition 2.4 is no longer true in this context, i.e., 
Ih is not necessarily homeomorphic to the product ail' x Dco although it is 
easy to see that 

is homeomorphic to aIv x (0, 1]. We refer to Sect. 8.5 for counterexamples to 
other similar sounding statements. 

Proof The proof is exactly the same as in Part I, Sect. 12.5 ~ just observe 
that only the existence of the fringed set A with no characteristic covectors 
was used (and that the nonexistence of characteristic covectors along the r axis 
U = O} was used only in the proof of part (e)). D 



Chapter 3. Homotopy Type of the Morse Data 

3.0. Introduction 

We are now in a position to identify the homotopy Morse data (Part I, Sect. 
3.3) for Morse functions on complex analytic varieties. Recall that homotopy 
Morse data is a pair (A, B) which is homotopy equivalent to some choice of 
Morse data. The importance of homotopy Morse data is the following: Suppose 
the pair (A, B) is homotopy Morse data for the Morse function f: X ---+ IR at 
the critical point p, with critical value v = f(p). Suppose vE(a, b), and that the 
closed interval [a, b] contains no other critical values of f Then there exists 
a continuous map h: B ---+ X s,a such that X s,b is homotopy equivalent to the 
adjunction space X S,a U B A (see Part I, Sect. 3.3). The identification of homotopy 
Morse data uses the deepest results of Part I and of Part II, Sect. 2: Theorem 
3.5.4 of Part I says that local Morse data is Morse data and Theorem 3.7 of 
Part I says that local Morse data is the product of tangential Morse data with 
normal Morse data. So, homotopy Morse data is the product of the homotopy 
type of the tangential Morse data with the homotopy type of the normal Morse 
data. The homotopy type of tangential Morse data was identified classically 
by Morse, Thom, and Bott. It is the pair (D\ aDA), where ), denotes the Morse 
index of the restriction of f to the stratum which contains the critical point 
p. So, the problem of identifying the homotopy Morse data is reduced to the 
problem of identifying the homotopy type of the normal Morse data. This was 
carried out in Sect. 2. In this short chapter we summarize those results. 

3.1. Definitions 

Throughout this chapter we suppose Z is a Whitney stratified complex analytic 
subvariety of some complex manifold M, that f: Z ---+ IR is a proper smooth 
function with a critical point PEZ, and that S denotes the stratum of Z which 
contains the critical point p. Fix a, bEIR and assume that the critical value 
by V= f(p)E(a, b). We further assume that p is the only critical point of f with 
this critical value, and that the closed interval [a, b] contains no other critical 
values of f Suppose f is a Morse function, i.e., that p is a nondegenerate critical 
point of f I S, and that df(p)(Q) =1=0 for every generalized tangent space Q, except 
for the single case Q = TpS. We denote the Morse index of f I S at p by A. 
Let fI? denote the complex link of the stratum S at the point p. 
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If A, B, and X are topological spaces with Be A and if h: B --+ X is a continu
ous map (which we call the attaching map), then we denote the adjunction 
space X Uh A by X U (A, B). 

3.2. Proper Morse Functions: The Main Technical Result 

Theorem. The pair (D\ cDA) x (cone (2'), 2') is homotopy Morse data for f at 
p. So (for some attaching map), the space Z ~b has the homotopy type of the 
space 

Z ~a U (DA, aD).) x (cone (2'), 2'). 

Proof By Part I, Sect. 3.2, the pair (Z ~b, Z 9) is homeomorphic to the 
pair (Z~" Z ~ -e) for e > 0 arbitrarily small. By Part I, Sect. 3.5.4, Z ~e is homeo
morphic to the space Z~-eu(J, K) where (J, K) denotes the local Morse data 
for fat p. By Part I, Sect. 3.7, we have a homeomorphism 

(J, K)~(DS-A x DA, DS-A x aDA) x (normal Morse data) 

where s = dimJR (S). We now describe the normal Morse data. By Part I, Sect. 
7.5.1, the normal Morse data depends only on the differential df(p) (in fact, 
by Theorem 2.3 the normal Morse data (at the point p) of any two functions 
defined on a complex analytic variety is noncanonically homeomorphic). By 
Part II, Corollary 2.4 the normal Morse data has the homotopy type of the 
pair (cone (2),2). (The attaching map h is implicitly constructed in the proofs, 
and it turns out to be an embedding.) 0 

3.3. Nonproper Morse Functions 

Suppose Xc Z is an open subset which is a union of strata of Z. Let 2' x = 2 n X 
denote the complex link in X of the critical point p (see Sect. 2.6). 

Corollary 1. If PEZ - X, then the pair [(DA+ 1, aDA+ 1) x (2'x, a2x)] is homo
topy Morse data for f at p. Therefore, the space X ~b has the homotopy type 
of the space 

Corollary 1*. If PEX, then the pair 

[(DA, aDA) x (cone (2'x), 2x)] 

is homotopy Morse data for f at p. Therefore, the space X ~b has the homotopy 
type of the space 

X ~aU [(DA, aDA) x (cone (2'x), 2'x)]. 

Proof The proof is parallel to that in Sect. 3.2, but uses Part I, Sect. 10.2 
instead of Part I, Sect. 3.2, Part I, Sect. 10.4 instead of Part I, Sect. 3.5.4, Part I, 
Sect. 10.5 instead of Part I, Sect. 3.7, and Part II, Sect. 2.6, Corollaries 1 and 
1 * instead of Part II, Corollary 2.4. 0 
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3.4. Relative and Nonproper Morse Functions 

Suppose (as in Sect. 2.5) that n: X ~ Z is a proper surjective stratified map, 
that X eX is an open subset which is a union of strata, and that PEZ is a 
nondegenerate critical point of a proper Morse function f: Z ~ JR. Let Z = n(X) 
and let 

2;=X nn- 1(2) 

denote the relative complex link. 

Corollary 1. If PEZ -Z, i.e., if n- 1(p)eX -X, then the pair 

[(DH1, ODH1) x (2;, 02X)] 

is homotopy (relative) normal Morse data for f at p, so the space X 0:; b has 
the homotopy type of the space 

X o:;aU [(DHt, ODH1) x (2;,02;)). 

Corollary 1*. If n-l(p)eX, then n is proper over some neighborhood of p, 
so the pair 

[(DA, oDA)x(cyl(2;~n-l(p)), 2;)] 

is homotopy (relative) normal Morse data for f at p. Therefore, the space X 0:; b 

has the homotopy type of the space 

X 0:; a U [(DA., oDA.) x (cyl(2; ~ n- 1 (p)), 2.m 

where cyl denotes the mapping cylinder of the specialization map cjJ: 2;~n-l(p) 
as in Part I, Sect. 9.7 and Part II, Sect. 2.6. 

Proof The proof is parallel to that in Sect. 3.2 but uses Part I, Sect. 11.2 
instead of Part I, Sect. 3.2, uses Part I, Sect. 11.4 instead of Part I, Sect. 3.5.4, 
uses Part I, Sect. 11.5 instead of Part I, Sect. 3.7, and uses Part II, Sect. 2.6, 
Corollaries 1 and 1 * instead of Part II, Corollary 2.4. D 
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4.0. Introduction 

This chapter contains the estimates on the connectivity of the Morse data which 
are necessary for the proofs of the main applications. Since the Morse data 
is the product of the tangential Morse data with the normal Morse data, this 
requires estimates on both. The estimates on tangential Morse data are made 
in terms of the remarkable properties of the Levi form of the Morse function 
(see the appendix, Sect. 4.A). The normal Morse data is analyzed (inductively) 
by applying the entire apparatus of Morse theory to the complex link, which 
is a complex analytic space of smaller dimension. 

Since all the arguments in this section are developed in maximal generality, 
the reader should first follow the special case (of the homotopy dimension of 
a Stein space) which appears in the introduction, and where the essential lines 
of the argument are clearly presented. 

Philosophy of defects. The Lefschetz theorem (Sects. 1.1, 1.2) says that if 
n: X ~ <CIPN is an algebraic map, and if He is an appropriate neighborhood 
of a linear subspace He <CIPN of codimension c, and if K is the first non vanishing 
homotopy group of the pair (X, n- 1 (H,)), then K?:. n, where n is a certain integer. 
This theorem is proven by constructing a Morse function on X such that X :o;e 

= X n He> with the property that the Morse data for each critical point is n
connected. In good cases, n is expected to equal n = dim (X). This holds, for 
example, if n has finite fibres, X is a local complete intersection, and the linear 
subspace H is a codimension one hyperplane. In these cases, the fact that the 
local Morse data is n-connected follows from estimates which show that the 
tangential Morse data is i-connected and the normal Morse data is n - i con
nected, where i is the complex dimension of the stratum which contains the 
associated critical point. In the general case, K may be less than n, because 
one or both of these estimates fail. We call the degree of failure of these estimates 
the defect of the function f at the critical point p. The tangential defect is the 
amount by which the degree of the first non vanishing homotopy group of the 
tangential Morse data falls short of i, and the normal defect is the amount 
by which the degree of the first non vanishing homotopy group of the normal 
Morse data falls short of n - i. Clearly, a bound on these defects gives a bound 
on n-K, 

n - K:$; sup (tangential defect + normal defect) 

where the sup is taken over all critical points of the Morse function. 
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Positive normal defect may be caused by singularities which are worse than 
local complete intersection singularities, or by large fibres of the map n. These 
contributions are called (respectively) the singularity defect (Sect. 4.6) and the 
fibre defect (Sect. 4.5) (compare [Gro] rectified homotopical depth, or COg] 
de Rham depth). Positive tangential defect may be caused by higher codimension 
of the linear subspace H. This contribution is called the convexity defect (Sect. 
4.4). 

In the dual context, an affine n-dimensional algebraic variety X has the 
homotopy type of a CW complex of dimension no more than n. This is proven 
by constructing a Morse function on X with the property that, for each critical 
point, the tangential Morse data has the homotopy type of a CW complex 
of dimension ~ i, and the normal Morse data has the homotopy type of a 
CW complex of dimension ~ n - i, where i is the complex dimension of the 
stratum which contains the critical point. More generally, we will consider the 
homotopy dimension of an algebraic variety X which admits an algebraic map 
n: X -+ <CJPN - H to the complement of some linear subspace He <CJPN. In this 
case, the tangential Morse data will have the homotopy type of a CW complex 
of dimension ~ i + r*, where r* is the dual tangential defect; and the normal 
Morse data will have the homotopy type of a CW complex of dimension 
~ (n - i) + L1 *, where L1 * is the dual normal defect (Sect. 4.2). Positive dual normal 
defect may be caused by large fibres (and is bounded by the fibre defect, Sect. 
4.5*) or by failure of n to be proper (Sect. 4.6*). Positive dual tangential defect 
may be caused by higher codimension of the linear space H, and is bounded 
by the dual convexity defect (Sect. 4.4). 

4.1. The Setup 

In this chapter we will consider the most general setup (see Part I, Sect. 11 
and Part II, Sect. 2.6): Z is a Whitney stratified complex analytic subvariety 
of some analytic manifold M, f: Z -+JR is a proper Morse function (Sect. 3.1) 
with a nondegenerate critical point PEZ which lies in some stratum S of Z. 
We assume that ii: X -+ Z is a proper stratified map and that X c X is an open 
subset which is a union of strata. Let n = ii I X denote the restriction to X, 
and let Z = n (X) denote the image of X under n. 

XcX 

rr j rrj 
Z c Z -----+ JR. 

f 

Let N denote a normal slice (in Z) through the stratum S at the point p. We 
define the following integers: 

d (S) = the complex dimension of the stratum S 
A = the Morse index of f I S at the critical point p 
n = the complex dimension of X 
c(S)= n-d(S) = the complex dimension of ii-I (N). 
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4.2. Normal and Tangential Defects 

In this section we assess blame for the failure of the Lefschetz hyperplane formu
la, by assigning defects to the normal and tangential Morse data for the Morse 
function f 

Definition. The convexity defect r(p) of the function f at the point p is 
the number 

r(p) = If(p) =d(S) - 2. 

The dual convexity defect r*(p) of fat p is the number 

r*(p) = If*(p) = 2-d(S). 

The normal defect L1 (p) of f 0 n I X at p is the number 

L1(p)=c(S)-h 

where h is the degree of the first non vanishing homotopy group of the relative 
normal Morse data for f 0 n I X at p, i.e., nm(J, K) = 0 for all m < hand nh(J, K) =1= 0, 
where (J, K) denotes the relative normal Morse data (see Part I, Sect. 11). (If 
nm(J, K) = 0 for all m, then we define the normal defect to be - 00.) 

The normal dual defect L1*(p) of fat p is the number 

L1*(p)=h*-c(S) 

where h* is the smallest number m such that JIK has the homoptopy type 
of a CW complex of dimension m, where (J, K) denotes the relative normal 
Morse data for X at the point p. 

4.3. Homotopy Consequences 

The definitions of the normal and tangential defects are justified by the two 
propositions in this section. First, we recall the homotopy excision theorem 
of Blakers and Massey ([BM], [Sw]): 

Homotopy Excision Theorem. Suppose W = Au B are spaces with the homo
topy type of CW complexes, and suppose that An B is a neighborhood deformation 
retract in A (or else suppose that the interiors of A and B cover W). If (A, A n B) 
is n-connected and (B, A n B) is m-connected, then the map 

nq(B, A n B) -+ nq(W, A) 

is an isomorphism for all q ~ n + m -1 and is a surjection for q = n + m. 

4.3. Proposition. Suppose that the closed interval [a, b] contains no critical 
values off except for the isolated critical value f(p)E(a, b). Then, n;(X 5b' X 5a) =0 
for all i ~ 11, where . 

11 = n-(L1 (p) + r(p))-1. 

Proof By Sect. 3.4 the pair (X 5b' X 5a) has the homotopy type of the pair 

(X 5au(DA, aDA") x (Normal Morse data), X 5a). 
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We apply the homotopy excision theorem with W=X ,;b, A=X ';a, and B 
=(DA, oDA) x (Normal Morse data). Note that B is h+A=c-L1 + A-connected 
by assumption. Thus, (X ,;b, X 9) is c-L1 +A=n-L1-r connected. D 

4.3*. Proposition. If the interval [a, b] contains no critical values off except 
for the isolated critical value f(p)E(a, b), then the space X ,;b has the homotopy 
type of a space obtained from X,;a by attaching cells of dimension less than 
or equal to Ii*, where 

1i*=n+(L1*(p)+ r*(p)). 

Proof By Sect. 3.4, the space X';b is obtained from X,;a by attaching the 
pair 

(DA, oDA) x (Normal Morse data) 

along the subspace. This has the homotopy type of a CW complex of dimension 

A+h*=A+L1*+n-d=n+L1*+r*. D 

4.4. Estimates on Tangential Defects 

In this paragraph we estimate the tangential defect of the distance function 
(in the Fubini Study metric) on projective space. Let He <CIPM be a linear sub
space of codimension e and let He <CM + 1 be the corresponding linear subspace 
of codimension e. Let G c <CIPM be a linear subspace which is complementary 
to H:i.e., G n H = <p and dim (G) = e -1. Choosing a linear isomorphism 

HEB G~<CM+ 1 

gives rise to a homogeneous coordinate system {[zo: ZI : ... : ZM]} on <CIPM such 
that 

H = {[zo: ZI : ... : ZM] I ZM-e+ 1 =ZM-e+2 = ... =ZM=O} 

G= {[ZO: ZI : ... : ZM] I ZO=ZI = ... =ZM-e=O}. 

Let 1: <CIPM --. IR be the distance from H (with respect to G), i.e., 
M 

L ZiZi 

J([ ]) i=M-e+ 1 
ZO:ZI:···:ZM = M 

L ZiZi 
i=O 

Proposition. Let A c <CIPM be a complex analytic submanifold of dimension 
d(A). Let f: <CIPM --.1R be a smooth function and suppose that pEA-(GuH) is 
a nondegenerate critical point of the restriction f I A. Iff is sufficiently Ck close 
(for any k:? 2) to the distance function J, then the Morse index A of f I A at 
p satisfies the inequalities 

d(A)-(e-l)~A~d(A)+ M -e. 
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Proof The proof of this well known result appears in the appendix to this 
chapter, Sect. 4.A.4. See also [B01], [AF], [Grl], [Sm1]. 0 

Corollary. The convexity defect and dual convexity defect of f at the point 
p satisfy the a priori inequalities 

r(p) ~min(d(A), e -1) 

r*(p)~min(d(A), M -e). 

Proof From the proposition we have r(p)=d(A)-A.~e-l. However, we 
also have r(p)~d(A) since A.20. Thus, r(p)~min(d(A), e-l). 

Similarly, r*(p)=A.-d(A)~M -e. But, A.~2d(A), so r*(p)~d(A). Thus, 
r*(p)~min(d(A), M -e). 0 

Remark. The same results hold for any nondegenerate critical point of a 
composition 

fon: A--+1R 

when n: A --+ ([:JpM is a (not necessarily proper) finite complex algebraic map. 

4.5. Estimates on the Normal Defect for Nonsingular X 

In this section we show that the normal defect is bounded in terms of the 
dimension of the fibres of the projection n. Our method for estimating this 
defect is the following: we observe that if X is nonsingular, then we can remove 
the fibre n- 1 (p) from the normal Morse data without affecting its homotopy 
groups in low dimensions. By the homotopy excision theorem, this "punctured" 
normal Morse data has connectivity which is one greater than the connectivity 
of the relative complex link mod its boundary (2";, a2";) (see Sect. 3.4, Corol
lary 1). The distance from the critical point p is now a Morse function on the 
relative complex link, so we use induction and Morse theory to estimate its 
connectivity. 

Definition. For each stratum A c 2 define the fibre defect 

()F(A) =max (0, 2dim<en-1 (p) -(n-d(A)) 

where pEA, and d(A) denote the complex dimension of A. 

4.5.1m o Proposition. Suppose dim<e(2)=m, X is nonsingular, and pE2 is a 
critical point of f Then, the normal defect of f 0 n I X at the point p satisfies 

L1 (p) ~ sup ()F(A) 
A 

where the sup is taken over all strata A c Z such that PEA. In particular, if 
X is nonsingular and n is finite or is semis mall (see Sect. 1.1), then the normal 
defect of every critical point p is zero. 

4.5.2m • Proposition. Suppose dim<e (2) = m and X is nonsingular. Then, for 
every stratum A c 2 we have 
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whenever 

i < c(A) -1- sup JF(B). 
B>A 

Here 2'~(A) denotes the relative complex link of the stratum A, and c(A) = n 
-dim<e(A), and the sup is taken over all strata B=I=A such that BcZ and 
AcB. 

Note. In both cases the sup is taken over strata in Z, rather than strata 
in Z. 

Proof that 4.5.2m implies 4.5.1 m' We must estimate the degree of the first 
non vanishing homotopy group of the normal Morse data at the point p, 

(J, K)=X nn- 1(f-1 [ -8, 8],f-1( -8))nBb(p)nN' 

where N' is an analytic manifold which is transverse to the stratum S which 
contains the critical point p. We will consider two cases: (1) PEZ and (2) PEZ -Z. 
We will reduce case (1) to case (2) by removing the critical fibre n- 1 (p) from 
the normal Morse data. 

Case 1. Suppose PEZ, i.e., n- 1 (p) n X =1= cp. We need the following lemma: 

Lemma. The homotopy groups of the normal Morse data ni(J, K) coincide 
with the homotopy groups of the "punctured" normal Morse data 

n;(1 _7t- 1 (p), K) 

for all i< 2n - 2d(S) - 2 dim (n- 1 (p)). 

Proof of lemma. Since X is nonsingular and ± 8 is not a critical value of 
f I (Z n Bb(P) n N'), it follows that the pair (J, K) is a smooth (noncompact) mani
fold with collared boundary. Any representative of the relative homotopy group 
can be approximated by a smooth function 

g: (D i, oDi)---->(J, K) 

in the same homotopy class. By transversality, there is a slight perturbation 
of the function g to a function g' which is transverse to each stratum of n- 1 (p). 
This means that g'(Di) completely misses the fibre n- 1 (p) provided that i 
+ dimlR n- 1 (p) < dimlR (J). 0 

Proof of Case 1. Following the same method as in Sect. 3.4, we see that 
the punctured normal Morse data has the same connectivity as the pair 

(2'~, 02'~) x (/, oj) 

which is homotopy normal Morse data for the pair (J - n- 1 (p), K). (The argu
ment proceeds as follows: by Part I, Sect. 11, the punctured normal Morse 
data is homotopy equivalent to the pair (t;+ uo1:t';-, t;-) where t;± denotes 
the relative halflink. Using either the excision property of Morse data (Part I, 
Sect. 3.2) or the homotopy excision theorem .of Blakers and Massey, this pair 
has the same connectivity as the pair (t;+, ot;+) which (by Sect. 2.6, part 
(d)) is homeomorphic to the product 

(2'~, 02'~) x (/, oj). 
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By Proposition 4.S.2m' the first nonvanishing homotopy group of the pair 
(.!t';, 82';) occurs in dimension? 11, where 

l1=di~(2';)-sup ()F(B) 
B>S 

(the sup being taken over all strata B oF S such that Be Z and S c B). Thus, 
the first non vanishing homotopy group of the normal data occurs in degree 
h, where 

so 

h ?min (11+ 1, 2n - 2d(S) - 2 dimq:n- 1 (p)) 

=min(c - sup ()F(B), 2n- 2d(S)- 2 dimq: n- 1 (p)) 
B 

L1 = c - h ::=:; max (sup ()F(B), - c + 2 dim n- 1 (p)) 
B 

= max (sup ()F(B), ()F(S)) = sup (()F(B)) 
B B 

where the sup is taken over all strata B? S such that Be Z. D 

Proof of Case 2. Suppose PEZ-Z, i.e., that ii-1(p)nX=¢. Then it is not 
necessary to "puncture" the normal Morse data: by Sect. 3.4, Corollary 1, the 
paIr 

is already homotopy normal Morse data. Thus, the same calculation as above 
gives 

L1 =c-h::=:;sup ()F(B) 
B>S 

where the sup is taken over all strata Be Z such that B oF Sand B::::) S. 
In summary, L1 = sup (()F(B)), where the sup is taken over all strata Be Z 

B 

such that pEB, as claimed. 0 

Proof that 4.5.1 m-1 implies 4.5.2m. Consider the following setup: 

X n ,,-, 2'(A) ~ 2':(S~ TA) 

2'(A)~IR 
where 2'(A) denotes the complex link in Z of the stratum A. Let I'(z) denote 
the function () - r(z), where r(z) denotes the square of the distance between 
the points P and z. Let f be a Ck close approximation to I' (for some k? 2) 
such that f is Morse function (see Part I, Sect. 2.2 or [PI]). By Corollary 4.4, 
for every critical point qE2'(A), the tangential defect is 0, i.e., 

fJ(q) = r! f(q) = O. 

Now consider the effect on n*((2';)9' 82';) of a single critical point qE2'(A) 
of f Suppose the interval [a, b] contains no critical values except for the single 
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critical value f(q). By Proposition 4.3 we have 

ni((:l';),;b, (:l';),;a) =0 for all i<fl 
where 

fl = dimcc (:l';) -.d (q) 

since F(q)=O. By Proposition 4.5.1m-l we have 

where the sup is taken over all strata Be Z such that q E B. 
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Applying this argument to each of the critical points of f on :l'(A) we 
obtain 

where 

B>A B>A 

where the sup is taken over all strata B =l= A such that Be Z and A c B. 0 

4.5*. Estimates on the Dual Normal Defect for Proper n 

In this section we show that the dual normal defect is bounded in terms of 
the same fibre defect JF(S), provided the map n is proper. We will assume 
X = X, that Z = Z, and that n = it throughout this section. 

Definition. For each stratum A c Z define the dual fibre defect 

Jft(A) =2 dimdn- 1 (p))-(n-d(A)) 

where pEA and d(A) denotes the complex dimension of A. This is the same 
as the fibre defect JF(A) of Sect. 4.5. 

Proposition 4.5.1:. Suppose dimdZ)=m, and n: X ~Z is proper. Let PEZ 
be a critical point of the Morse function f Then the dual normal defect of f 
at the point p satisfies 

L1 * (P).::;; sup Jft(A) 
A 

where the sup is taken over all strata A such that PEA. In particular, if n is 
proper and finite, then the normal defect of each critical point is O. 

Proposition 4.5.2'-:; . Suppose dimcc (Z) = m and n is proper. Then for every stra
tum A, the space :l'''(A) has the homotopy type of a CW complex of dimension 
less than or equal to fl*, where 

fl* = dimcc (:l'''(A)) + sup Jft(B) 
B>A 

where the sup is taken over all strata B =l= A such that A c B. In particular, if 
n is finite then :l'''(A) has the homotopy of a CW complex whose dimension 
is less than or equal to the complex dimension of :l'''(A). 
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Proof that 4.5.2! implies 4.5.1!. We must estimate the" homotopy dimension" 
of the normal Morse data (J, K) at the point p. Let S denote the stratum of 
Z which contains the critical point p, and let (2",82") denote the relative 
complex link of the stratum S. By Sect. 3.4, Corollary 1 *, the normal Morse 
data has the homotopy type of the pair 

(cyl(2" -nr- 1 (p)), 2"). 

But, 4.5.2:' implies that the mapping cylinder can be obtained from 2" by 
attaching cells of dimension less than or equal to h* where 

h* = max (2 dimcc(n-1 (p)), dimcc(2")+ sup c5t(B) + 1). 
B>S 

Thus, 
,1* (p) = h* - c(S) ~max(2 dimcc n- 1 (p)- c(S), sup c5t(B))) 

B>S 

=sup c5t(B)· 0 
B",S 

Proof that 4.5.1!_1 implies 4.5.2!. Consider the setup 

rAJ 
J 

2 (A) ----->,]R. 

Let f' denote the function r(z) and let f be a close approximation to f' such 
that f is Morse function (see Part I, Sect. 2.2 or [P1]). By Corollary 4.4, for 
every critical point qE2(A), the dual convexity defect is 0, i.e., 

Ij*(q)=O. 

If the interval [a, b] contains no critical values other than the single critical 
value f(q), then by Proposition 4.3*, the space 2"(A)';b is obtained from 
2"(A),;a by attaching cells of dimension ~ n*, where 

n* =dimcc 2"(A) + ,1*(q). 

Using Proposition 4.5.1:'_1 we have 

L1*(q)~sup c5t(B) 
B 

where the sup is taken over all strata B which contain the point p in their 
closures. Applying this argument to each of the critical points of f on 2"(A), 
we conclude that 2"(A) has the homotopy type of a CW complex of dimension 
~n*, where 

n*=dimcc2"(A)+supc5t(B). 0 
B>A 

Remark. Strictly speaking, the set 82"(A) is a degenerate critical set of 
the function f However, this boundary is collared in 2(A) and (see Sect. 1) 
the Morse function f (which is called r in Sect. 1) has no critical points in 
this collar. Therefore, the homotopy type of 2(A) is not affected by attaching 
its boundary. 
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Remark. The same method can be used to show the following: if X is an 
n-dimensional complex analytic subvariety of some complex analytic manifold 
M, if pE M, and if Bo(p) denotes a closed ball of radius b centered at p (contained 
in some coordinate chart of M), then the intersection X n Bo(p) has the homotopy 
type of a CW complex of dimension ~ n. (Use a Morse function which is a 
slight perturbation of the distance from the point p.) 

4.6. Estimates on the Normal Defect if it is Finite 

In this section we will show that the normal defect is bounded in terms of 
the number of equations which define X as a subvariety of some smooth variety 
M ', when the map if is finite. We consider the setup of Sect. 4.1, i.e., Z is 
a complex analytic subvariety of M, if: X --+ Z is a Whitney stratified finite proper 
map, X c X is an open union of strata, n = if I X, and Z = n(X). For any stratum 
A of Z, let c(A)=n-di~(A) be the complex dimension of the normal slice, 

(N(A), oN(A))=N' nZ n(Bo(p), oBo(p)) 

as in Sect. 4.5. Let (~(A), o~(A)) denote the complex link in Z of the stratum 
A. If if is finite, then the relative normal slice in X is a disjoint union 

(N;(A), oN;(A))=X n if-l(N(A), oN(A)) = 11 (Nx, oNx) 
x 

of the normal slices in X, where the union is taken over all points xEif- 1 (p). 
Similarly, the relative complex link is a disjoint union 

(~;(A), o~;(A))=X n if-l(~(A), o~(A))= 11 (~x, o~x) 
x 

of the complex links in X at each point xEif- 1 (p). 

Definition. The singularity defect bs(A) at the stratum A c Z is the number 

bs(A) = sup (c(A)- h(x)) 
x 

where h(x) is the degree of the first nonvanishing homotopy group of the pair 
(Nx, oNx), c(A) is the (local) co dimension of the stratum A in Z, pEA, and the 
sup is taken over all points XEX n if- 1 (p) (which actually lie in the subspace 
X). 

Remark. This means that the link oNx is c(A)-bs(A)-2 connected. (Com
pare [Gro] Exp.13, Sect. 6 or [HL2], Sect. 2.1.5. The number sup(n-bsA) 
is the rectified homotopical depth.) A 

We recall the following theorem of Hamm [H1], a homology version of 
which will be provided in the remark in Sect. 4.6*. 

Theorem. Suppose X is a complex analytic subvariety of some complex m
dimensional analytic manifold M'. Let E denote the minimum number of equations 
needed to define a neighborhood of a point XEX, and let L(x)=X noBo(p) be 
the intersection of X with the boundary of a sufficiently small ball about the 
point p. Then L(x) is m-E-2 connected. 
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Applying this theorem to a normal slice N through the stratum S of an 
analytic Whitney stratification of X, we find 

h(x)~D+C-E 

where C is the (complex) codimension of the stratum S in X and D is the 
(local) codimension of X in M' (near the point p = N n S). In particular, if for 
each xEn- 1 (p) a neighborhood of x is defined by ~ E equations and codimen
sionAX)~D, then we have 

Proposition 4.6.1m • Suppose dim (2) = m, and ii: X -'> 2 is finite and pE 2 is 
a critical point of f Then, the normal defect (Sect. 4.2) of f at the point p 
satisfies 

Ll (P) ~ sup <>s(p) 
A 

where the sup is taken over all strata A c Z such that PEA. In particular, if 
X is a local complete intersection, then the normal defect of every critical point 
is O. 

Proposition 4.6.2m • Suppose dim (2) = m, and ii: X -'> 2 is finite. Then, for 
every stratum A c 2 we have 

whenever 
i < c(A) -1- sup <>s(B) 

B>A 

where the sup is taken over all strata Be Z such that B => A. 

Proof that 4.6.2m implies 4.6.1 m' We must estimate the degree of the first 
nonvanishing homotopy group of the normal Morse data at the point pE 2, 

(J, K) =X n ii- 1 (f-1 [ -8,8],f-1 (-8))nB6(P) nN' 

where N' is an analytic manifold which is transverse to the stratum S which 
contains the critical point p. We distinguish between two cases, (1) PEZ and 
(2)pE2-Z. 

Case 1. Suppose PEZ, i.e., ii-1(p)nX 4=¢. We need the following lemma: 

Lemma. The homotopy groups of the Morse data ni(J, K) for fon: X-'>JR 
coincide with the homotopy groups of the "punctured" normal Morse data 

for all i<c(A)-<>s(A). 

Proof of lemma. Since ii is finite, the pair (J, K) breaks into a disjoint union 
of pieces, 

x 

of the normal Morse data for the map fon at the points xEii-1(p). For each 
such x which lies in X, we must compare the homotopy groups 

ni(Jx-x, KJ-'>ni(Jx , Kx)· 
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But this map is surjective if the third term III the exact sequence vanishes, 
i.e., if 

ni(lx, lx-x)=O. 

By Sect. 2.4, the pair (lx, lx-x) is homeomorphic to the pair (Nx, Nx-x) which 
is homotopy equivalent to the pair (Nx, oNx). The homotopy groups of this 
pair vanish in all degrees i<c(A)-bs(A). 0 

We now proceed as in the proof that 4.5.2 implies 4.5.1. By Sect. 3.4, Corollary 
1, the punctured normal Morse data has the same connectivity as the pair 

(2;,02;) x (1, oJ). 

But, Proposition 4.6.2m implies that the first non vanishing homotopy group 
of the pair (2;, 02;) occurs in dimension ;;:::n, where 

n=ditl1q-:(2;)-sup bs(B). 
B>S 

Thus, the first non vanishing homotopy group of the normal Morse data occurs 
in degree h, where 

h;;:::min(n+ 1, bs(S)). 
Thus, 

L1 = c-h::;;max (sup (bs(B), bs(S)) 
B 

which completes the proof of Case 1. 

Case 2. Suppose PEZ - Z. By Sect. 3.4, Corollary 1, the pair 

(2;,02;) x (J, oJ) 

is already homotopy normal Morse data. Applying 4.5.2m as above, we have 

L1::;; sup (bs(B)) 
B 

where the sup is taken over all strata Be Z such that B:=J S, and B =l= S. 
In summary we have 

where the sup is taken over all strata Be Z such that P E B. 0 

Proof that 4.6.1 m _ 1 implies 4.6.2m. The proof is exactly the same as the 
proof that 4.5.1m _ 1 implies 4.5.2m' except the fibre defect b F must be replaced 
by the singularity defect bs . 0 

Remark. If XEX nif- 1 (p), then nk(2x)=O for all k where 

k::;;c(A)-2- SuP"bs(B). 
B~A 

Thus, if X is a local complete intersection then 2x has the homotopy type 
of a wedge of spheres of dimension c(A)-1 (see [Le1]). 
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Proof of remark. (We again make use of the trick of removing the critical 
point x and observing that the connectivity of the normal Morse data is unaf
fected by this operation.) If 

k:s: c(A) - 2 - sup bs(B) 
B2::A 

then nk(8 NJ = 0, which gives rise to the surjection in the following sequence: 

0= nd2x, 82J = nk+ 1 (2x, 82x) x (1, 8 l) 

=nk+l(Jx-x, Kx)--»nk+l(JX' Kx) 

= nk+ 1 (cone (2J, 2x) by Sect. 2.4 

=nk(2x)· D 

4.6*. Local Geometry of the Complement of a Subvariety 

In this section we will suppose that X is an n-dimensional complex subvariety 
of some complex analytic manifold M. We fix a subvariety WcX which is 
locally determined in X by k equations. Fix a point pE Wand let 8 BiJ(p) denote 
the boundary of a small ball of radius b which is centered at the point p. 
Define 

Proposition. If b is sufficiently small, then the space Lp(X) - Lp(W) has the 
homotopy type of a CW complex of dimension :s: n + k-l. 

Remarks. This proposition can be obtained from [H5], since Lp(X)-Lp(W) 
has the same homotopy type as B;;(p)n(X - W), which, by [SoY], Sect. 2.6 
is (k-1)-complete. 

This proposition implies the homology version (see [Kp3]) of Hamm's theo
rem [H1] on the connectivity of the link of a local complete intersection as 
follows: if X is nonsingular, then L p(X)=S2n-l is a sphere. Since Hi(Lp(X) 
-Lp(W))=O for all i>n+k-1, we have (by Alexander duality) Hi(Lp W)=O 
for all i:s: n - k - 2. Hamm's theorem can also be proven by Morse theory using 
the same method as in the following proof, but this is very close to his original 
proof. A slightly more refined version of Proposition 4.6* may be true, which 
would imply Hamm's theorem in homotopy as well as similar results in intersec
tion homology: 

Conjecture. The space Lp(X)-Lp(W) deformation retracts (in a stratum pre
serving way) to a Whitney stratified subset of Lp(X) which has (real) dimension 
:s:n+k-1, and which intersects each stratum of X in a subset S of dimension 
:S:s+k-1, where s=dim<e(S). (See also [U2].) 

Proof of proposition. First we consider the case k = 1, i.e., W is defined as 
the zeroes of a single equation f: X --+(C. We can assume that f(p)=O. We 
will make use of the results in the appendix Sect. 2.A, which are parallel to 
those of Proposition 2.4 even though the function f is not generic. Choose 
0< e ~ b ~ 1 as in Sect. 2.A.2, and consider the cylindrical neighborhood of p 
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and its boundary, 
C=X nj-1(De)nBtJ(p) 

8C =X n [U- 1 (8D.) n BtJ(p)) U U- 1 (De) n 8B,j(p))] 

where Dec(f denotes the closed disk of radius e. The boundary 8C of the 
cylindrical neighborhood is divided into horizontal Ih and vertical Iv parts, 

Ih=x nj-1 (De) n 8B,j(p) Iv=x nj-1(8De)nBtJ(p). 

By Proposition 2.A.3(b), the pair (C, 8C) is homeomorphic (by a stratum preserv
ing homeomorphism) to the pair 

(X n B,j(p), X n 8B,j(p)), 

By Proposition 2.A.3 (a), the space C - j -1 (0) is a topological fibre bundle over 
De-{O}, with fibre 

2 = j-1(e+0i) n X nB,j(p), 

Thus, 8 C - j -1 (0) (which deformation retracts to Iv) is a topological fibre bundle 
over 8De=S\ with fibre 2. But 2 has the homotopy type of a CW complex 
of dimension ~ n - 1 (by Proposition 4.5.2*, which applies to 2 as well as 
to 2, or by the remark following the proof of Proposition 4.5.1 *). Thus, 8C 
- j - 1 (0) has the homotopy type of a CW complex of dimension ~ n, which 
completes the proof of the case k = 1. 

Now suppose k>1. There is (locally near p) an analytic map F:X--+(fk 
such that F(p) = 0 and W =F- 1 (0). Stratify this map, i.e., choose Whitney stratifi
cations of X and of Z = F (X) so that the restriction of F to each stratum is 
a submersion and so that W is a union of strata. It is possible to find a k - 1 
dimensional subspace (through the origin) He (fk such that H is transverse 
to every stratum of Z=F(X) except for the stratum {O}. (This follows from 
Part I, Sect. 1.8 because we can take H to be the kernel of any nondegenerate 
characteristic co vector AE T* (fk.) Let V = F- 1 (H) and consider the triple 

Lp(W) c Lp(V) c Lp(X). 

The transversality condition on H guarantees that the inclusion Lp(V) c Lp(X) 
is a normally nonsingular inclusion (see Part I, Sect. 1.11) of (real) co dimension 
two. Thus, there is a tubular neighborhood N(Lp(V)) of Lp(V) in Lp(X) and 
a (topologically) locally trivial projection n: N (Lp(V)) --+ Lp(X) whose fibres are 
two-disks D2. Thus, 

Lp(X) - Lp(W) =(Lp(X)- Lp(V)) u (N(Lp(V)- Lp(W)) 

= (Lp(X)- Lp(V)) u (N(Lp(V) _n- 1 (Lp(W))) 

= (Lp(X) - Lp(V)) u N (Lp(V) - Lp(W)) 

where N(Lp(V)- Lp(W)) =n- 1 (Lp(V) - Lp(W)) is a two-dimensional disk bundle 
over Lp(V) - Lp(W). The intersection of these two spaces, 

(Lp(X) - Lp(V)) n N (Lp(V) - Lp(W)) 

is homotopy equivalent to the bounding circle bundle, 

8N(Lp(V) - Lp(W)) --+ (Lp(V)- Lp(W)). 
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Therefore, Lp(X) - Lp(W) has the homotopy type of a CW complex of dimension 
~»*, where 

»* = sup (dim(Lp(X)-Lp(V)), dim(Lp(V)-Lp(W)) + 1 + 1) 

= sup (n+ 1-1, (n-l)+ k-l-l + 2) by induction and the case k= 1 

=sup(n, n+k-l)=n+k-l. 0 

4.A. Appendix. The Levi Form and the Morse Index 

One of the miracles which occurs in complex Morse theory is the following: 
for a given complex manifold A and smooth function f: A --+ 1R it is often possible 
to estimate the Morse index of any critical point of fiB, for any complex sub
manifold Be A (see 4.A.4). This can be done whenever we have estimates on 
the signature of the Levi form of f, and such estimates can be found when 
f is the Euclidean (or Fubini-Study) distance from a linear subspace of Euclidean 
(or complex projective) space (4.A.5, 4.A.6). This miracle occurs because the 
Levi form for fiB at a point pEB is the restriction to TpB of the Levi form 
for f at p. The analogous statement for the Hessian is false. In this section 
we review these basic and well-known facts about the Levi form. 

4.A.1. Suppose A is a complex analytic manifold and f: A --+ 1R is a smooth 
function. We shall use the notation of(p) to denote the complex linear map 
~ A --+ <C which is given in local coordinates by 

Of(P)=(~f , ~f , ... , ~f). 
uZl uZz UZn 

Since f is real valued, the complex conjugate of of(p) is the antilinear map 
of(p): I;, A --+ <C, which is given in local coordinates by 

- (Of of Of) of (p) = ;:;-::-, ;:;-::-, ... , ~ . 
UZI uZz UZn 

The (real) differential df(p): ~A --+1R is the (real) linear map 

df(p) =t(of(p) + of(p))· 

Definition. The E.E. Levi form of f at a point pEA is the (Hermitian) form, 

L=oof(p): ~Ax TpA--+<C 

which, in local coordinates about p, is given by the matrix of partial derivatives, 

oZf 
Lij=~· 

uZi uZj 

It is easy to see that if Be A is a complex analytic submanifold which contains 
the point p, then the Levi form of fiB: B --+ 1R at p coincides with the restriction 
of L to Tp B x Tp B. (This is a remarkable fact, because the same statement does 
not hold for the Hessian H of f, unless p was a critical point of f.) 
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We associate with L the (real valued) quadratic form 

L(¢)=L(¢, () 

and define the signature (J(L) to be the (complex) dimension of the largest sub
space of TpA on which L is negative definite. We also define the nullity veL) 
to be the complex dimension of the largest subspace on which L vanishes. 
Similarly, we associate to the Hessian H of f the quadratic form 

H(¢)=H(¢, ¢) 

and define the signature (J(H) to be the (real) dimension of the largest subspace 
of ~ A on which H is negative definite. 

4.A.2. Lemma. Suppose the Hessian H is nondegenerate. Then 

(J(H) 2 (J(L) + veL) = n - (J( - L) 

(J( - H)2 (J( - L) + veL) = n - (J(L) 

where n denotes the complex dimension of the vectorspace Tp A. 

Proof First we verify the proposition in the case A = <C. We may write 
z=x+iy and find that 

alf a2 f alf 
L= az az= axl + a yl = trace (H). 

Thus, L is the sum of the eigenvalues of H. If (J(L) + veL) = 1, i.e., if L is negative 
semidefinite, then H cannot be positive definite. Thus, signature (H) 21. Similarly 
if (J( -L)+v( -L)= 1, then L is positive semidefinite so H cannot be negative 
definite, so (J( - H) 21. 

We now consider the general case. Let Ln be a complex (J(L) + v (L)-dimen
sional subspace of Tp A on which L is negative semidefinite, and let H p be 
a maximal real subspace of TpA on which H is positive definite. Consider the 
subspace V = H p n Ln of Ln. This subspace V contains no complex line (for on 
such a complex line, H p would be positive definite and Ln would be negative 
semidefinite). It follows that dimlR(V):::;;dimcr;(Ln) (otherwise VniVis a nontrivial 
complex subspace of V). Thus, 

dimcr;(Ln) 2 dim (V) 2 dim (H p) + 2dimcr;(Ln)-2n 
so 

(J(H)=2n-dim Hp2di~(Ln)=(J(L)+ veL) 
as desired. D 

Remark. If we drop the assumption that H is nondegenerate, then the above 
argument gives: 

(J(H) + v(H) 2 (J(L) + veL) = n - (J( - L) 

(J( -H)+v( -H)2(J( -L)+v( -L)=n-(J(L). 

4.A.3. Levi Form of a Composition. The signature of the Levi form of f 
can change by one if we compose f with a strictly increasing function g: 1R -+ 1R. 
In this section we define the restricted signature of the Levi form, which does 
not change under such a composition. It is the restricted signature of the Levi 
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form of f: A ~ IR which determines the Morse index of any nondegenerate criti
cal point of fiB (where B is a complex analytic submanifold of A). This number 
was considered by [Frl] and later by [Sml], in the context of Morse theory. 

Let A be a complex analytic n-dimensional manifold and let f: A ~ IR be 
a smooth function. Let E=ker(of(p))=ker(of(p)). If df(p)~O, then E is the 
unique complex n-l dimensional vector subspace of ker(df(p)) (and this is 
the only case of nontrivial content). 

Definition. The restricted Levi form £, (f) is the restriction of the Levi form 
off to the subspace E=ker(of(p)). 

Definition. The restricted signature (I' (f) (resp. restricted nullity v' (f)) at the 
point p is the signature (resp. nullity) of the restricted Levi form of f, i.e., 

6' (f) = 6 (L(f) I E) 

v' (f) = v (L(f) I E). 

N ow suppose that g: IR ~ IR is a smooth strictly increasing function, and h: A 
~ A is an invertible analytic isomorphism. 

Proposition. The restricted signature (and nullity) satisfy the following rela
tions: 

6' (f)(p) = 6' (g of 0 h)(h -1 (p)) 

v' (f)(p) = v' (go f 0 h)(h - 1 (p)) 

6' (f)(p) ~ 6{L(f)(p)) ~ 6' (f)(p)+ 1. 

It follows that 6(L(f)(p)) and 6(L(gof)(p)) can differ at most by one. 

Proof A simple computation shows 

L(gof)(p) = o o(gof)(p) = g'(f(p)) oof(p) + g"(f(p)) of(p)@of(p)· 

Thus, the restriction to E of the Levi form of go f is a positive multiple of 
the restriction to E of the Levi form of f Therefore, their signatures are the 
same. A similar calculation shows that 

L(f oh)(q) =L(f)(H(q))o(o h(q)@on(q)) 

so it has the same signature, restricted signature, nullity, and restricted nullity 
as L(f)(h(q)). This proves the first two equations. The last part is obvious, 
since either E is a complex codimension one subspace of J;, A or else E 
= J;,A. 0 

Remark. This difference of one is a source of some confusion in Morse 
theory, because if f has a critical point p of index A on some submanifold 
Be A, then g of also has a critical point of index A on B. In order to use 
Proposition 4.A.2 to estimate the value of A, most authors replace the function 
f by some composition go f A better technique is to estimate directly the re
stricted signature 6' (f). 

4.A.4. Theorem. Suppose An is a complex manifold, f: A ~ lR is a smooth 
function, Bk cAn is a complex submanifold, and the restriction fiB has a nondegen-
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erate critical point p E B. Then the Morse index A for fiB at p is bounded as 
follows: 

where (J'(LA) denotes the restricted signature of the Levi form of f: A ~ 1R. at 
the point p. 

Remarks. (1) This means (in the language of Sect. 4.2) that the convexity 
defect r off I B is :::; (J' ( - LA) and the dual convexity defect r* off I B is :::; (J' (LA)' 

(2) It follows from 4.A.3 that the same result holds if we replace the restricted 
signature (J' by the signature (J in the above equation. 

(3) If fiB has a degenerate critical point pEB, then there is function f: 
which is arbitrarily close to f (in the Whitney C'X! topology) with nondegenerate 
critical points ql, Q2, ... , qk near p. However, the restricted signature of the 
Levi form of l' at qi may differ (by as much as v' (L)) from (J' (L(f)), because 
the eigenvalues of L(f) which are zero may become nonzero. This gives the 
following corollary: 

Corollary. Suppose A is a complex manifold, f: A ~ 1R. is a smooth function 
and suppose there are numbers (J +, (J -, and v so that for each point pEA we 

have, 
v' (LA (p)):::; v. 

Let Be A be any k-dimensional complex submanifold. Then there is a function 
1': A ~ 1R. which is arbitrarily close to f (in the Whitney Coo -topology), so that 
1'1 B is a Morse function and the Morse index A of any critical point of l' I B 
is bounded as follows: 

4.AA. Proof of theorem. Let (J(LB) denote the signature of the Levi form 
of the restriction fiB: B ~ 1R. at the point p. Since p is a critical point, ~ B 
is a subspace of ker(df(p)). Since the Hessian HB of fiB is nondegenerate, 
we have (by Lemma 4.A.3) 

k + (J' (LA) 2. k + (J(LB) 

=2k-(k-(J(LB)) 

2. 2k- (J( - H B) = A = (J(HB) 

2.k-(J(-LB) 

2. k-(J'( -LA)' 0 

Example. If f: <en ---* 1R. is a (real) linear function, or is the real part of a 
complex analytic function then its Levi form is zero. If B is a complex k-dimen
sional submanifold of <en, then the Morse index of any nondegenerate critical 
point of fiB is exactly k. 

4.A.S. Levi Form of the Distance Function on Affine Space. The (distance)2 
from a codimension r linear subspace in <en is given in local coordinates by 

f(z)= I ZiZi 

i= 1 
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so its Levi form L has a(L) = 0, a( - L) = r, veL) = n - r. Theorem 4.A.4 now 
states: If B is a k-dimensional complex analytic submanifold of <cn, the index 
A of any nondegenerate critical point of fiB is bounded as follows: 

k ?c. A ?c. k - r. 

4.A.6. Levi Form ofthe Distance Function in Projective Space. The (distance)2 
from a codimension r linear subspace HI of <CIPn (with complementary r-1 
dimensional linear subspace H 2 ) is given in homogeneous coordinates by (see 
Sect. 4.4) n 

L ZiZi 

f([ ]) i=n-r+l 
ZO:ZI:"':Zn = n 

L ZiZi 
i=O 

Proposition. If p¢;H1 uH2' then a'(f)(p)=n-r, v'(f)(p)=O and a'(-f)= 
r-1. If pEH 1 , then a'(f)(p)=n-r, v'(f)(p)=r-1 and a'(-f)(p) =0. If pEH2, 
then a' (f)(p) = 0, v' (f)(p) = n - r and a' ( - f)(p) = r-1. 

Proof Let p= [co: c1 : c2 : ... : Cn]E<CIPn. Consider the r-dimensional submani
fold K = K (p) which contains the point p and is given by the equations 

and consider the submanifold K* which is given by the equations 

Since 8f(p) does not vanish on TpK or on TpK*, it suffices to show that 
L(f)(p)I(I;,Knker8f(p)) is positive definite and L(f)(p) I (TpK* nker 8f(p)) is 
negative definite. These statements are verified using the following trick: since 
the function x/(1- x) is monotonically increasing on [0, 1) we can (by 4.A.3) 
replace the function f with the function g = f/(1- f) when computing the Levi 
form. But, the restriction of g to the submanifold K is given by: 

n 

glKp= I ZiZ;/const. 
i=n-r+ 1 

Thus, L(gIK)(p) is positive definite, so L(g)I(TpKnker8g(p)) is also positive 
definite. But, this form is a positive multiple of L(f)(p) I (Tp K n ker 8f(p)). The 
other verifications are similar. 0 

Corollary. Suppose Be <CIPn - (H 1 u H 2) is a k-dimensional submanifold. Let 
l: <CIPn --* IR be a function whose restriction to B has only nondegenerate critical 
points. If J is sufficiently close (in the Coo topology) to f, then the index A of 
each critical point of fiB is bounded as followed: 

k+n-r?c.A?c.k-r+ 1. 

Proof Apply Corollary 4.A.3. 0 
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5.1. Proof of Theorem 1.1: Relative Lefschetz Theorem with Large Fibres 

Theorem. Let X be a purely n-dimensional nonsingular connected algebraic variety. 
Let n: X -+ <CWN be an algebraic map and let He <CWN be a linear subspace of 
codimension c. Let Ho be the b-neighborhood of H with respect to some real 
analytic Riemannian metric. Define <jJ(k) to be the dimension of the set of points 
ZE<CWN - H such that the fibre n~ 1 (z) has dimension k. (If this set is empty 
define <jJ(k) = - 00.) If b is sufficiently small, then then the homomorphism induced 
by inclusion, ni(n~ 1 (Ho)) -+ nJX) is an isomorphism for all i < n and is a surjection 
for i = fl, where 

n=n-sup (2k-(n-<jJ(k)) + inf (<jJ (k), c-1))-1. 
k 

Furthermore: In this theorem, n is not necessarily poper, and n~l(Ho) may 
be replaced by n~ 1 (H) if H is generic or if n is proper. The assumption that 
X is algebraic may be replaced by the assumption that X is the complement 
of a closed subvariety of a complex analytic variety X and the n extends to 
a proper analytic map n: X -+ <CWN. 

Preliminaries to the proof Since n is algebraic, it extends to a proper algebraic 
map 

n: X -+ <CWN 

on some algebraic variety X which contains X as an open subset. It is possible 
(Part I, Sect. 1.7) to stratify X and 

Z = n(X) c <CWN 

so that n is a stratified map, so that X is a union of strata of X, and so 
that Z = n(X) is a union of strata in 2. (It follows that the function zf---*dim n~ 1 (z) 
is constant on each stratum of 2.) Let G c <CWN be a linear subspace which 
is complementary to H (i.e., H n G = <jJ and dim (G) = c -1) and which is trans
verse to each stratum of 2. 

By Sect. 4.4, the distance 1: <CWN -+ <C from H (with respect to G) is a real 
analytic function which satisfies: ° ~J(x) ~ 1, J~ 1 (0) =H, and J~ 1 (1) = G. Since 
Jon: X -+1R has finitely many critical values; there is a number e>O so that 
the interval (0, e] contains no critical values of Jon. Choose b>O so that 
J(Ho) c [0, el It follows (see Proposition 5.A.2) that the inclusion n~ 1 (Ho) n X 
-+ n~ 1(J~ 1 [0, e]) nX induces isomorphisms on homotopy groups of all dimen-
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sions. Thus, we can replace the neighborhood Hb by the set He=J- 1 [0,e]. 
Now approximate I by a (sufficiently Coo close) function f which coincides 
with I in the region 1-1 [0, e]. Thus, 

(a) 0:s;f(x):s;1,f-l(0)=H, andf-l(1)=G. 
(b) f-l[O,e)=He. 
(c) f is a Morse function for the above stratification of Z, nf -1 (e/2, 1) with 

distinct critical values (Part I, Sect. 2.2.1). 
(d) For every critical point PEz' of f we have r(p):s;min(d(S), c-1) where 

d(S) is the dimension of the stratum which contains the critical point p (4.A.4 
and 4.A.6). 

Such an approximation exists by [P1]. (In fact, (Part I, Sect. 2.2) by choosing 
the complementary subspace G generically, we can even guarantee that the 
original function J restricts to a Morse function on z.) 

Consider the following setup: 

r,j 
Z cz'->IR. 

J 

We will apply Morse theory to this function, building X from n- 1 (He) by cross
ing critical values of f which correspond to critical points PEz' - He. 

Proof of theorem. First we rewrite the formula for n as n = inf(n(A)), where 
A 

n(A) = n -(2 diffiq:: n -1 (a) - (n - diffiq:: (A)) + min (dimdA), c -1))-1 

where the inf is taken over all strata AcZ, and where aEA. We estimate the 
connectivity of the pair (X,; 1 -8, X n n - 1 (He)) (for sufficiently small 8) using 
the relative Morse theory of the function f If the interval [a, b] contains a 
single critical value of f corresponding to a critical point pEZ" and if f(p)E(a, b), 
then by Proposition 4.3 we have ni(X ,;b, X ';0)=0 for all i:s;m, where 

m= n-(L1 (p) + r(p))-1. 

However Sect. 4.4, Corollary 1 gives 

r(p):S; min (d(S), c -1) 

where d(S) is the dimension of the stratum containing p. Furthermore, 4.5.1 
gIVes 

L1 (p):s; sup (0, 2 dim<e 1[-1 (p) - (n - d(A))). 
A>S 

Where the sup is taken over all strata A c Z such that A=:) S. Thus, 

m:?: n-(sup (2 dim 1[-1 (p)-(n-d(A)))+min (d(S), c -1))-1. 
A>S 
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But, n is just the infemum of this expression when S is allowed to vary over 
all the strata in Z. Thus, m";?n. We conclude that n;(X,;I-9, Xnn- 1(H,))=O 
for all i::;; n. 

There are two ways to handle the addition of the degenerate maximum 
n- 1f-l(I): 

Method 1. Find a perturbation (near f - 1 (1)) of the function f, so that f I Z 
is a Morse function with nondegenerate critical points (see Part I, Sect. 2.2, 
or [PIJ). Estimate the Morse index of each such critical point using Corollary 
4.A.4, noting that the Levi form of f at any point pEf- 1 (1) has dimcc(G) =c-l 
eigenvalues which are zero, and all the rest are negative. Now proceed as above, 
showing that each of these new critical points does not affect the relative homo
topy groups n;(X ,; 1-~' X n H,) in the range of dimensions i::;; n. 

Method 2. Show directly that the addition of the degenerate maximum 
n- 1 f-l(l) does not affect the connectivity of (X ';1-9, X nn- 1(H,)) in the range 
of dimensions which we are considering. Here are the details: 

Sincef-l(l) is transverse to all the strata of Z, the inclusion Znf-l(l)cZ 
is normally nonsingular (Part I, Sect. 1.11). Thus, the neighborhood and its 
boundary 

Zn(f-l[I-8,IJ,f-1(1-8)) 

is homeomorphic (by a stratum preserving homeomorphism) to the disk bundle 
and boundary sphere bundle of a vectorbundle over Z nf- 1 (1), whose fibre 
is <eN - c+ 1 (provided 8 is chosen sufficiently small). Since this homeomorphism 
preserves strata, the same is true for the pair 

(Xnn- 1f-1[1-8, l],Xnn- 1f-l(I-8)). 

The long exact sequence in homotopy for this pair coincides with the long 
exact sequence for the fibration of the boundary sphere bundle, 

Xnn- 1f-1(1-8)--*f-l(l) 

so we obtain 

n;(X n n- 1f- 1 [1-8, IJ, X n n- 1 f- 1 (1-8))~n;_1 (S2N-2C+ 1) 

which vanishes for all i < 2N - 2c + 1. So, it suffices to show that n::;; 2N - 2c + 1. 
Since X is n-dimensional, there is a stratum A in Z such that 

dim (n- 1(A)nX)=n. If 4>0 = dim (A) and ko=dim (n- 1 (a) nX) for any aEA, then 
n = 4>0 + k o. The formula for n is an infemum over all strata in Z, so 

n::;;n-(2ko-(n-4>0)+inf(4>0, c-l))-1 =sup (-1, 4>o-c). 

Clearly, 4>0::;; Nand c ::;; N, so 

4>o-c::;;N -c::;;2N -2c::;;2N -2c+ 1 
as desired. 

Proof of furthermore. The furthermore is a ·direct consequence of Proposition 
5.A.l or 5.A.3: under either hypothesis, the inclusion 

X n n- 1 (H) --* X n n- 1 (Ho) --* X n n- 1 (H,) 



198 Part II. Morse Theory of Complex Analytic Varieties 

induces isomorphisms on homotopy groups of all dimension. (In fact, a combina
tion of these two arguments can be used to show that Ha may be replaced 
by H provided H is transverse to the strata of Z over which n is not proper.) D 

5.1 *. Proof of Theorem 1.1*: Homotopy Dimension with Large Fibres 

Theorem. Let X be an n-dimensional (possibly singular) complex analytic variety. 
Let n: X --+ ([:JpN - H be a proper analytic map, where H is a linear subspace 
of codimension c. Let cp(k) denote the dimension of the set of points YEn(X) 
such that the fibre n - 1 (y) has dimension k. (If this set is empty define cP (k) = - r:tJ.) 
Then, X has the homotopy type of a CW complex of (real) dimension less than 
or equal to 

fi* = n + sup (2k - (n - cp(k)) + inf(cp (k), c -1)). 
k 

Proof Let Z=Z=n(X)c([::!pN -H. Stratify the map n: X --+Z. Let Gc([]PN 
be a linear subspace of dimension c - 1 which is complementary to H (i.e., 
G n H = cp) and which is transverse to all the strata of Z. Let (1-f): ([]PN --+ 1R 
denote the Morse function which is created in Sect. 5.1, i.e., f -1 (0) = G, f- 1 (1) 
= Hand f has finitely many nondegenerate critical points on Z with distinct 
critical values. 

As in Sect. 5.1 we rewrite the expression for fi* as follows: fi* =sup (n*(A)), 
where 

A 

n*(A) = n + (2dimcc n- 1 (a)-(n -dim (A)) + inf(dim (A), c -1)) 

where the sup is taken over all strata A c Z, and where a E A. 
We wish to build X from n-1(GnZ) by attaching CW complexes of dimen

sion ::; fi* at each critical point of f By Proposition 5.A.3, the inclusion 
n-1(GnZ)--+n-1(G.nZ) is a homotopy equivalence for sufficiently small 8, 

where G.=f- 1 [0, 8]. Furthermore, we note that dimJR(n- 1(GnZ))::;fi*. This 
is because for any stratum AcZ, if cpo=dimdA) and if ko=difficc(n- 1 (a)) for 
any aEA, then by transversality, 

dimJR (n- 1 (G n A))::; 2cpo + 2ko + 2(c -1) - 2N. 

But CPo::; Nand c -1 ::; N, so 

dimJR (n- 1 (G n A)) ::;inf(2 CPo + 2ko, CPo + 2ko + c-1). 

However, 

fi*:2: n + (2ko - (n - CPo)+ inf(cpo, c -1)):2: inf(2 ko + 2 CPo, 2ko + CPo + c -1) 

which establishes the claim. 
Now consider the effect of passing an isolated critical value vE1R of f, which 

corresponds to a nondegenerate critical point pEZ.lfthe interval [a, b] contains 
no critical value other than v, then by Proposition 4.3* the space X ,;,b is obtained 
from the space X,;,a by attaching cells of dimension less than or equal to 

m* = n + ,1* (p) + T*(p). 
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By Proposition 4.4, we have 

r* (p):$; min (d(S), c-1) 

where S is the stratum of Z which contains the point p (since codimension(G) 
=N -c+ 1). By Proposition 4.5.1 * we have 

L1 * (p):$; sup (2 dima:: n- 1 (q) - (n -d(A))) 
A 

where qEA and the sup is taken over all strata A such that PEA. Thus, 

m*:$; n + sup (2 dimdn- 1 (q))-(n-d(A))+ inf(d(S), c-1)) 
A 

where the sup is taken over all strata A of Z such that SeA. Taking the 
sup of this expression over all strata in Z we conclude that m* :$; fl*. D 

5.2. Proof of Theorem 1.2: Lefschetz Theorem with Singularities 

Theorem. Let X be an algebraic subvariety of some algebraic manifold M. Let 
n: X -+ <C1PN be a (not necessarily proper) algebraic map withy finite fibres. Let 
H be a linear subspace of codimension c in <C1PN , and let H iJ be a (i-neighborhood 
of H (with respect to some real analytic Riemannian metric, as in Theorem 5.1). 
Let ¢(k) denote the dimension of the set of points PEX -n-1(H) such that a 
neighborhood of p (in X) can be defined (in M) by k equations, and no fewer. 
(If this set is empty define ¢(k)=-oo.) If (i>O is sufficiently small, then the 
homomorphism 

is an isomorphism for all i < fl and is a surjection for i = fl, where 

fl=inf(dima::(M)-k-inf(¢(k), c-1))-1. 
k 

Furthermore: It is possible to replace n- 1 (HiJ) by n- 1 (H) if H is generic 
or if n is proper. 

Preliminaries to the proof Since n is algebraic and finite, it extends to a 
proper finite algebraic map if: X -+ <C1PN on some algebraic variety X which 
contains X as an open dense subvariety. Choose Whitney stratifications of X 
and of Z = if (X) so that if is a stratified map and so that X is a union of 
strata. 

Proof The proof (in the case that X is purely n-dimensional) is exactly 
the same as that in Sect. 5.1, however, we first rewrite the formula for fl as 
follows: fl = inf (fl (A)) where the infis taken over all strata AcZ, and 

A 

fl(A) = n-(E(A)- D +inf(d(A), c-1))-1 

where E(A) denotes the (minimum) number of equations needed to define a 
neighborhood of any point XEX n if- 1 (A), d(A) is the complex dimension of 
the stratum A, and D is the codimension of X in M. Now follow the proof 
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in Sect. 5.1, but instead of 4.5.1 (which applies only to nonsingular X) we use 
the following estimate which applies to finite n: 

L1(p)~sup (E(A)-D) 
A 

from 4.6.1 and Hamm's theorem (Sect. 4.6). Here, the sup is taken over all 
strata A c Z which contain the point p in their closures. (If X is not purely 
n-dimensional, then these estimates must be applied separately to each of the 
points xEn- 1 (p) whenever p is a critical point of the Morse function.) 0 

Proof of furthermore. This is the same as the proof of the furthermore in 
Sect. 5.1. 

5.2*. Proof of Theorem 1.2*: Homotopy Dimension of Nonproper Varieties 

In this section we fix an n-dimensional complex analytic variety X and let 
n: X -+ <ClPN - H be a proper finite analytic map, where H is a linear subspace 
of codimension c. Let W be a subvariety of X. Choose a Whitney stratification 
of the map n, and for each stratum A of X define d(A)=dima:(A). Let k(A) 
be the number of equations needed to define W n T(A), where T(A) is a neighbor
hood of the stratum A, and set k(A)=O if WnA=<j>. 

Theorem. The space X - W has the homotopy type of a CW complex of dimen
sion ~n*, where 

n* = sup (n + sup (0, k(A)-l)+inf(d(A), c-l» 
A 

where the sup is taken over all strata A c X. 

Proof Let Z = n(X) c <ClPN - H. Stratify X, Z, and W so that W is a union 
of strata in X and so that the map n: X -+ Z is a stratified map. Let G c <ClPN 

be a linear subspace of dimension c - 1, which is complementary to Hand 
is transverse to all the strata of Z. Choose a Morse function f: <ClPN -+ R which 
is an approximation to the distance function from G, so that f has nondegenerate 
critical points on Z and so that f-1(0)=G and f-l(1)=H. (See Proposition 
Sect. 4.4. In fact, (Part I, Sect. 2.2) by choosing the complementary subspace 
G generically, we can guarantee that the distance function from G restricts to 
a Morse function on Z) Consider the following setup: 

x-wcx 

j. f 

Z ------> JR. 

We wish to build X - Wfrom n-l(GnZ)n(X - W) by attaching CWcomplexes 
of dimension ~ n* at each critical point of f 

It is a triviality that dimlR(n-1(GnZ)n(X - W»~n*: Since n is finite and 
G is transverse to each stratum of Z we have 
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dim(n-l(GnZ)n(X - W)).::;sup dim (GnA) 
A 

.::;sup 2(dim<eA-(N -c+ 1)) 
A 

.::; sup (dim([(X)+ dim<e(A) - 2(N - c+ 1)) 
A 

.::;sup (dimdX)+ inf(dimdA), c-1)) 
A 

.::; fl*. 
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Furthermore, (by 5.A.3) for sufficiently small e> 0, the set (X - W) n 
(n of) -1 [0, e] is homotopy equivalent to the set (X - W) n (n of) -1 (0) = (X - W) 
n n- 1 (G n Z). Now consider the effect of passing a critical value VEIR of f, 
which corresponds to a nondegenerate critical point pEZ. As in 4.6.2, the relative 
normal Morse data (J, K) for f at the point p breaks into a disjoint union 
of pieces, 

(J, K)= U (lx, KJ 
x 

of the normal Morse data for the map fon at the points xEn-l(p). Similarly 
the relative complex link 2 nc for f at p breaks into a disjoint union of pieces 

2'" = U fi' x 
x 

of the complex links at each point xEn- 1 (p). We consider each of these pieces 
separately. 

If xEn-1(p) is an element of X - W, then (by Sects. 2.4 and 3.3) the normal 
Morse data (lx, KJ is homotopy equivalent to the pair (cone (fi'x), fi'x) which 
(by 4.5.2*) has the homotopy type of a CW complex of dimension.::; diffi<e fi' + 1. 
If A denotes the stratum which contains the critical point p, then by Sect. 
4.4, the Morse index of f I A at p satisfies 

A .::;inf(2diffi<e(A), dimdA) + c -1). 

Thus, the Morse data (which is the normal Morse data x the tangential Morse 
data) at p has the homotopy type of a CW complex of dimension no more 
than 

n-dimdA)-l + 1 +inf(2dim(A), dim(A)+c-1) 

which is less than or equal to fl*. 
The problem arises when we pass a critical value which corresponds to 

a critical point XE W. In this case, it suffices to show that the quotient Jx/Kx 
has the homotopy type of a CW complex of dimension.::;n-diffi<e(A)+k-1, 
where A is the stratum which contains the critical point, and where k is (locally) 
the number of equations needed to define Was a subset of X (near the point x). 

In the dual case (Sect. 4.6) we used Hamm's theorem to show that it was 
possible to remove the critical fibre n- 1 (p) ·without affecting the connectivity 
of the normal Morse data. This time we will insert the critical fibre and check 
that the homotopy dimension is unaffected by this procedure, using our general
ization (Sect. 4.6*) of Hamm's theorem. 
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Lemma. Suppose the quotient (Jxu{x}/Kx) has the homotopy type of a CW 
complex of dimension::;;, m 1 , and suppose that the link in X - W of the stratum A, 

Lx(X - W)=N nBJ(x)n(X - W) 

has the homotopy type of a CW complex of dimension::;;, m2 • Then, the quotient 
JxlKx has the homotopy type of a CW complex of dimension::;;'sup(m 1 , m2 ). 

Proof A neighborhood of {x} in Jx is homeomorphic to the cone over Lx. 
Puncturing this neighborhood by removing the point x can increase the homo
topy dimension to (at most) m2 • 

We now estimate the above numbers m 1 and m 2 . By Proposition 4.6* the 
number m2 = "homotopy dimension" of Lx(X - W)=LAX)-Lx(W) is less than 
or equal to n-dimdA)+k-1. By Proposition 3.2 the pair (Jxu{x},Kx) is 
homotopy equivalent to the pair (cone (;:ex), ;:ex), where ;:ex denotes the complex 
link in X - W of the stratum A. We use induction (and Morse theory on ;:ex) 
to conclude that ;:ex has the homotopy type of a CW complex of dimension 
::;;, n-diIllQ:(A) -1 + k-1. Therefore, the quotient (Jx u {x }/Kx) has the homotopy 
type of a CW complex of dimension::;;, n- diIllQ:(A) + k-1. 

In summary, the normal Morse data Jx/Kx has the homotopy type of a 
CW complex of dimension::;;, n - dimdA) + k -1. As above, we note that at each 
critical point, the tangential Morse data has the homotopy type of a pair 
(D", aD"), where the number A is the Morse index of f I A and is bounded above 
by inf(2dim(c(A), dim(c(A) + c -1) (see Sect. 4.4). Therefore, at each critical point 
a space with the homotopy type of a CW complex of dimension::;;, n* has been 
added. D 

5.3. Proof of Theorem 1.3: Local Lefschetz Theorems 

5.3.1. Statement of theorem. In this section, X will denote a complex algebraic 
subvariety of some nonsingular variety M, and n: X ~ P will be a complex 
algebraic map, where P is a nonsingular algebraic variety. Fix pEn(X) and 
let oBJ(p) denote the boundary of a ball of radius b about the point p (with 
respect to some Riemannian metric on P). Let H be an affine linear subspace 
of codimension c in P (with respect to some local coordinate system about 
p) which passes through the point p, and let He denote an e-neighborhood 
of H (with respect to some real analytic Riemannian metric on P). 

Theorem 1. Suppose X is nonsingular, connected, and purely n-dimensional. 
Let <fJ(k) denote the dimension of the set of points zEP-H such that the fibre 
n- 1 (z) has dimension k. (If this set is empty define <fJ(k) = - 00.) If b is sufficiently 
small, then for any e > 0 sufficiently small, the homomorphism induced by inclusion, 

ni(X n n- 1 (oBJ(P) n He)) ~ ni(X n n- 1 (oBJ(P))) 

is an isomorphism for all i < n and is a surjection for i = n, where 

n = n- sup (2k-(n- <fJ(k)) + inf(<fJ{k), c-1))- 2. 
k 
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Furthermore: If H is a generic affine subspace or if n is proper, then the 
neighborhood HE may be replaced by H in the above formula. The assumption 
that X is algebraic may be replaced by the assumption that P is a nonsingular 
complex analytic variety and X is the complement of a closed subvariety of a 
complex analytic variety X and that n extends to a proper analytic map n: X -+ P. 

Theorem 2. Suppose n has finite fibres (but is not necessarily proper). Let 
¢(k) denote the dimension of the set of points XEX _n- 1 (H) such that a neighbor
hood of x (in X) can be defined by k equations, and no fewer. (If this set 
is empty define ¢(k) = - 00.) If c5 is sufficiently small, then for all € > 0 sufficiently 
small, the homomorphism induced by inclusion 

ni(X n n- I (oBcJ(p) n HE)) -+ ni(X n n- I (oBcJ(p))) 

is an isomorphism for all i < fi and is a surjection for i = fl, where 

fl=inf(dima.-;{M)-k-inf(¢(k), c-1))-2. 
k 

Furthermore: If H is a generic affine subspace or if n is proper, then the 
neighborhood HE may be replaced by H in the above formula. The assumption 
that X is algebraic may be replaced by the assumption that P is a complex analytic 
variety, and X is the complement of a closed subvariety of a complex analytic 
variety X, and that n extends to a proper analytic map n: X -+ P. 

5.3.2. Lemma. The pair (2';,02';) is i connected ¢> the pair (L"x, 2';) is 
i + 1 connected. 

Proof Suppose the pair (2';, 02';) is i connected. Then, for any j:::::; i we 
have 

O=nj(2';, 02';) 

=nj +1 (t;+, at;) by part (d) of Proposition 2.6 

(see also Proposition 2.4) 

=nj+l(t;+ UiJt~tr) by excision 

=nj+tCL, tr) by Part I, Sect. 3.11 

= nj+ 1 (L, 2';) by part (d) of Proposition 2.6 

(see also Proposition 2.4). 

The reverse implication is similar. D 

5.3.3. Proof of Theorem 1. We shall prove this result for generic Hand 
then at the end (5.3.5) indicate how to modify the proof for arbitrary H. Since 
the problem is local, we may replace the algebraic manifold P by affine space 
(CN. 

As in Sect. 5.1, since the map n is algebraic, it extends to a proper algebraic 
map 

n: X -+(CN 

on some algebraic variety X which contains X as an open subset. Let 
Z = n(X) c (CN and let Z = n(X). It is possible (Part I, Sect. 1.7) to stratify X 
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and 2 so that if is a stratified map, X is an open union of strata in X, Z 
is a union of strata in 2, and so that the point {p} is a separate stratum of 
Z. As in Sect. 5.1, we rewrite the expression for fl as follows: fl=inf(n(A)) where 

A 

n(A)=n-(2dim n- I (a)-(n-dim (A)) + inf(dim (A), c-1))-2 

where the inf is taken over all strata A of Z, and where aEA. 
We will prove Theorem 1 by induction on c, the co dimension of H. First 

we consider the case c = 1. For almost every linear projection f: (CN ~ (C the 
point pE2 is a nondegenerate critical point of f (in the sense of Sect. 2.1). 
Choose such a projectionfso thatf(p)=O, and let H=f-l(O). Since the point 
{p} is a single stratum, the variety 2 is also a normal slice through p. By 
Sect. 2.4 (e), the stratified set 2 n H n oB;;(p) is homeomorphic (by a stratum 
preserving homeomorphism) to the boundary of the complex link (in 2) at 

the point p, 02=2 nf-l(e+Oi) noB;;(p) 

provided e > 0 is sufficiently small. Since if is a stratified map and X is a union 
of strata, we have a homeomorphism 

X n if-I (H n o B;;(p)) ;:; 02;;:; X n if-I U- 1 (e + Oi) n oB;;(p)). 

It therefore suffices to show that 

n;(L"x,02;)=0 for all i~fl 

where IJx=X nif- 1(2 noB;;(p)) is the relative link for X at the point p. To 
complete the proof of the case c = 1, we verify that n;(L"x, 02;) = 0 in two steps: 

(a) n;(L"x, 2;)=0 for all i~fl. 
(b) n;(2;, 02;)=0 for all i~fl. 

By Lemma 5.3.2, we have part (b) implies part (a). However, part (b) is simply 
a restatement of Proposition 4.5.2, where the stratum A consists of the single 
point {p} and c(A)=n. 

Inductive step. We now consider the case c> 1, i.e., we suppose that H is 
a co dimension c affine subspace of (CN which passes through the point p and 
which is transverse to all the strata of 2 except for the stratum {p}. It follows 
that there is a codimension c -1 affine subspace J c (CN which contains Hand 
is also transverse to all the strata of Z. Applying the inductive hypothesis to 
the affine subspace J, we find that 

n;(X n n- I (oB;;(p) n J)) ~ n;(X n n- 1 (0 B;;(p))) 

is an isormorphism for all i < m and is a surjection for i = m, where 

m=n-sup (2 dim n- I (a)-(n-dim (A)) +inf(dim (A), c- 2))-2 
A 

where the sup is taken over all strata AcZ. Let X'=X nn-I(J) and P'=PnJ. 
Consider the local Lefschetz theorem for the problem n: X' ~ P: We obtain 
a homomorphism 

n;(X' n n- I (oB;;(p) n H)) --+ n;(X' n n- 1 (oB;;(p))) 

which is an isomorphism for all i < 1 and is a surjection for i = 1, where 

1= n-(c-1)-sup (2 dim n- 1 (a)-(n-c+ 1-dim(A)))-2 
A 
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where the sup is taken over all strata A' cZ nJ. Since J is transverse to Z, 
this means that such strata A' are in one to one correspondence with strata 
A of Z such that dim (A) ~ c -1, i.e., 

1 =n-sup (2 dim rc- I (a)-(n-dim(A))+c-l)-2 
A 

where the sup is taken over all strata A c Z such that dim (A) ~ c -1. It is easy 
to see that n = min (m, 1) by considering the strata one at a time: For each 
stratum A c Z, let 

Thus, 

m(A) = n-(2 dim rc- 1 (a)-(n-dim(A)) + inf(dim (A), c- 2))- 2 

t(A) = n -(2 dim rc- I (a)-(n-dim(A) + c -1)- 2. 

m = inf (m(A)) and 1= inf (t(A)). 
AcZ d(A);o,:c-l 

There are two cases to consider: if dim (A) < c -1, then A does not occur 
in the formula for 1, but it does occur in the formula for m, and inf(dim(A), 
c-l)=dim(A). Thus, n(A)=m(A). The second case is if A is a stratum of Z 
and dim(A)~c-1. Then, A occurs in both the formulas for 1 and m. However, 
t(A):::;;m(A), and inf(dim(A), c-l)=c-1. Thus, n(A)=t(A). In summary we 
have, n= inf(n(A)) =inf(l, m). 0 

A 

5.3.4. Proof of Theorem 2. The proof is exactly the same as the proof of 
Theorem 1 except that the extension n must be chosen so as to be a finite 
map and Proposition 4.6.2 must be used instead of Proposition 4.5.2. D 

5.3.5. For nongeneric subspaces H (or for a local complete intersection H), 
it is necessary to modify the preceding proof as follows: 

Case c = 1: Realize H = f - 1 (0) for a specific complex analytic function 
f: <CN --+ <C. Then, (as in 2.A.2) replace the spaces se; and ase; with the spaces 

(le;, ale;)=x nn-1(le, ale) 
where 

(le, ale) = Z nf- 1 (I:: +Oi) n (B,j(p), aB,j(p)). 

By 2.A.3, Lemma 5.3.2 continues to hold when we replace each se; and ase; 
with le; and ale;. 

We are thus reduced to 5.3.3 statements (a) and (b), with (b)=>(a). However, 
statement (a) may be proven the same way that Proposition 4.5.2 was proven: 
by applying Morse theory to a Morse perturbation of the distance from the 
critical point {p}. 

Inductive step. Even if H is not transverse to the strata of Z, it is possible 
to choose the subspace J to be transverse to the strata of Z (by Part I, Sect. 
1.3). Therefore, no changes are necessary in the inductive step. 

5.3*. Proof of Theorem 1.3*: Local Homotopy Dimension 

5.3.1 *. Statement of theorem. In this section we suppose that X is an n-dimension
al connected analytic variety and that rc: X --+ Pc <CN is an analytic map to 
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some open subset P of (CN. Fix pEZ=n(X) and let 8B/j denote the boundary 
of a ball of radius 6 about the point p. Let H be an affine linear subspace 
of codimension c in (CN which passes through the point p. 

Theorem. Suppose n is proper. Let ¢(k) denote the dimension of the set of 
all points Z E Z such that the fibre n - 1 (z) has dimension k. (If this set is empty, 
define ¢(k)= - 00.) If 6 is chosen sufficiently small, then the space 
n-l(Zn8B/j(p)-H) has the homotopy type of a CW complex of dimension less 
than or equal to 

n = n + sup (2k-(n- ¢(k)) +inf(¢(k), c-1)). 
k 

5.3.2*. Lemma. The space 2; has the homotopy type of a CW complex of 
dimension i ¢> the space L"x-2; has the homotopy type of a CW complex of 
dimension i + 1. 

Proof of lemma*. By Proposition 2.6 parts (a) and (e) i, the difference L"x - 2; 
is homotopy equivalent to Lv (the vertical part of the link), which is a fibre 
bundle over the circle, with fibre 2;. D 

5.3.3*. Proof of Theorem 5.3*. We prove this result for generic H of codimen
sion one, leaving the general case as an exercise. As in Sect. 5.3, the set 
n- 1 (Z n H n 8B/j(p)) can be identified with the relative complex link 2; for 
X at the point p, and the set n- 1 (Z n 8B,,(p)) can be identified with the relative 
link L"x for X at the point p. We have already computed the homotopy dimension 
of the relative complex link to be less than or equal to 

dim<e 2; + sup (2 dim<e(n-1 (q))-(n-d(B))) 
B>A 

(see Proposition 4.5.2*), where A is the stratum which contains the point p 
and where the sup is taken over all strata B which contain A in their closures 
(and qEB). By Lemma 5.3.2*, we must add 1 to this number in order to obtain 
the homotopy dimension of Lv' The result is n*. D 

5.A. Appendix: Analytic Neighborhoods of an Analytic Set 

The point of this section is to show that under certain conditions, any sufficiently 
small 6-neighborhood H/j of a hyperplane section H of a complex analytic variety 
X is independent of 6 and of the Riemannian metric which was used in defining 
H/j. 

5.A.l. Suppose X is a Whitney stratified real analytic subset of some real 
analytic manifold M. Let f: M -41R be a proper real analytic function. Since 
the interval [-1, 1] contains finitely many critical values of the restriction 
fiX: X -4IR, there is a number 6(f»0 so that the interval [-6(f), 6(f)] 
contains no critical values of f I X other than (possibly) O. 

Proposition. If 6 s, 6 (f), then the inclusion 

X nf-l(O)-4X nf- 1 [-6,6] 

induces an isomorphism on homotopy groups ni for all degrees i. 



Chapter 5. Proof of the Main Theorems 207 

Proof (This proof follows the method of [Sm4].) It follows from Thorn's 
first isotopy lemma (Part I, Sect. 1.5) that for any b'::;; b, the inclusion 

i: X (If -1 [ - b', b'] -+ X (If -1 [ - b, b] 

is homotopic (by a stratum preserving homotopy) to a homeomorphism (which 
also preserves strata). Furthermore, X (If -1 (0) has a neighborhood basis of 
"good" open sets U e X which are homotopy equivalent to X (If -1 (0). Choose 
such a good neighborhood U e X (If - 1 [ - b, b]. Choose b' < b so that 
X (If -1 [ - b', b'] e U. Consider the three inclusion 

X (If- 1 (0) ----='--+ X (If- 1 [ -b', b'] ~ U ~--+ X (If- 1 [ -b, b]. 

Since [3 a rJ. induces isomorphisms on homotopy groups of all dimensions and 
since i = Y a [3 is a homotopy equivalence, it follows that [3 induces isomorphisms 
on homotopy groups in all dimensions, and so the same is true for IX and y. 

S.A.2. Now let X eX be a union of strata, where X eM and f: M-+IR 
are defined as above, and suppose that g: M -+ IR is another proper real analytic 
function such that g - 1 (0) = f - 1 (0). Let b (g) be so small that [ - b (g), b (g)] con
tains no critical values of g I X except (possibly) O. 

Proposition. If 0 < a::;; b (f) and if 0 < b::;; b (g) are chosen so that f - 1 [ - a, a] 
e g - 1 [ - b, b], then the inclusion 

X (If -1 [ - a, a] -+ X (I g -1 [ - b, bJ 

induces isomorphisms on homotopy groups in all dimensions. 

Proof The proof is essentially the same as above: choose b' < b so that 
g-l [ -b', b'] ef-1 [ -a, a]. Choose a' <a so that f- 1 [ -a', a'] eg- 1 [ -b', b']. 
Consider the three inclusions, 

The composition [30 rJ. is a homotopy equivalence and the composition yo [3 is 
a homotopy equivalence. Thus, each of the maps rJ., [3, and y must induce 
isomorphisms on homotopy groups in all dimension. D 

S.A.3. Suppose X is a Whitney stratified subset of a smooth manifold M 
and suppose X e X is a union of strata of X. Let f: M -+ IR be a smooth function 
so that f - 1 (0) = N is a submanifold which is transverse to each stratum of X. 

Proposition. Suppose that f is given by the distance from N, with respect 
to some Riemannian metric on the fibres of the normal bundle TM/TN. Then 
(for any sufficiently small b > 0), the inclusion 

X (If- 1(0)-+X (If-'l [-b, bJ 

is a homotopy equivalence. 

Proof This is precisely Part I, Sect. 1.11. D 



Chapter 6. Morse Theory and Intersection Homology 

Many of the results in this chapter appeared first in [GM3]. 

6.0. Introduction 

The ("middle") intersection homology of a singular complex algebraic variety 
exhibits many of the same properties as the ordinary homology of a nonsingular 
variety. For example, it satisfies Poincare duality, the hard Lefschetz formula, 
and probably has a pure Hodge decomposition. In this chapter we add a further 
property to the list: a critical point of a Morse function has a Morse index 
for intersection homology. This means that if X is a Whitney stratified complex 
analytic variety and if f: X ~ lR is a proper Morse function with a critical point 
PEX and critical value v = f(p), then there is a single integer i such that, for 
sufficiently small e> 0, 

for k+i 
for k=i. 

Furthermore, the group Ap is torsion-free and depends only on the connected 
component of the stratum S containing p, but does not depend on the function 
f (However, the index i depends on the function J, and in fact i = A + c, where 
c is the complex codimension of the stratum S and A is the Morse index at 
p of the restriction f I S.) The existence of a Morse index is false for ordinary 
homology in the singular case: the group Hk(X :;v+" X :;v-.) may be nonzero 
for several different values of k. 

We use this basic fact to obtain four results: 
(a) The Lefschetz theorem and local Lefschetz theorems hold for the intersec

tion homology of an arbitrary quasi-projective algebraic variety. 
(b) The intersection homology of a complex n-dimensional Stein space van

ishes in dimensions greater than n (and is torsion-free in dimension n). (This 
result does not follow from the homotopy statement in Sect. 1.1 * because inter
section homology is not a homotopy invariant.) 

(c) Intersection homology satisfies the Morse inequalities. 
(d) The sheaf of intersection chains on a general fibre specializes (over a 

curve) to a perverse object ([BBD]) on the special fibre. 
Many of the results in this chapter can be applied to arbitrary complexes 

of sheaves, or to perverse sheaves, as will be remarked in the appendix. 
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6.1. Intersection Homology 

In this section we will denote by Y a (not necessarily compact) purely n-dimen
sional subanalytic stratified pseudomanifold with even codimension strata and 
collared boundary ay ([GM3], [GM4], [GMS]). We fix a point qE Y in some 
stratum S of (real) co dimension 2c. We will use the symbol IHk(Y) to denote 
the intersection homology group (with compact support, as in [GM4]) of "mid
dle perversity" and integer coefficients, which is based on the chain complex 
ICk(Y) of (Iii, k)-allowable chains. We shall use the following facts about intersec
tion homology: 

Intersection homology of a pair. The group IHk(Y, a Y) may be unambiguously 
defined as the homology of the chain complex IC*(Y)/IC*(ay). The usual long 
exact sequence on homology results. Relative intersection homology can also 
be defined for the pair (Y, U) where U is any open subset of Y, and in this 
case the following excision formula holds: if V is closed in U then the inclusion 
(Y - v, U - V) -+ (Y, U) induces an isomorphism on intersection homology. We 
also have the usual long exact sequence for a triple (Y, Ub U2) provided U2 
is open in UI and UI is open in Y. 

Kunneth formula. Let (Da, aDa) denote the closed a-dimensional disk and 
its boundary sphere. Then, 

IH;(Y, aY)~IHi(YxDa, aYxDa) 

IHi(Y, aY)~IHi-AY x Da, ayx Dau Y x aDa). 

Local calculation. Any point q E Y has a fundamental system of neighborhoods 
homeomorphic to 

U =Da x cone(L) 

where a=n-2c is the dimension of the stratum S which contains the point 
q and L is the link of the stratum S (see Part I, Sect. 1.4). Then, 

if i'2.c 
if i<c 

IH.(U aU)=IH.(U U- )={Iiii-n+2c-I(L) 
" "q 0 

where Iii denotes reduced homology. 

if i'2.n-c+1 
if i<n-c+ 1 

Twisted coefficients. If I: denotes the singular set of Y, and T is a local 
coefficient system on Y - I: (in the sense of Steenrod CSt]), then IHk(Y; T) may 
be defined as the homology group of the complex of (Iii, k)-allowable chains 
with coefficients in T. These groups exhibit the formal properties listed above: 
long exact sequence for a pair and a triple, excision formula, Kunneth formula 
and local calculation. 

6.2. The Set-up and the Bundle of Complex Links 

For the remainder of this chapter we will assume that Z is a Whitney stratified 
complex analytic variety of pure dimension, which is embedded as a subvariety 
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of some smooth complex analytic manifold M. We will study the Morse theory 
of a subvariety X which is an open dense union of strata of Z, i.e., X = Z - Y, 
where Y is a closed subvariety which is a union of strata. Fix a connected 
components S of some stratum of Z. For any nondegenerate conormal vector 
wETs* M there is associated (in a canonical way, up to isotopy) a (transverse) 
cylindrical neighborhood, cut off neighborhood, and complex link with bound-
ary: 

(C, C <0)= X" N" BJ(p) " U- 1 (D),f-l (D <0)) 

(2x, 02x)=X "N ,,(BJ(p), oBJ(p))"j-l(e+O·i) 

where N is a complex submanifold which is transverse to S and intersects S 
in the single point {p}; j: M --+ <C is a locally defined analytic function such 
that d j (p) I N = w, and where Dc <C is the disk of radius e > 0, with 

D<o = {(ED I Re(O>O} 

and where e~b (see Sects. 2.2, 2.3, and 2.6). Choices of the complex link 2x 
(resp. the cylindrical neighborhood C, resp. the cut ofT neighborhood C < 0) may 
be made so that the collection of all complex links (resp. cylindrical neighbor
hoods, resp. cut ofT neighborhoods) form a fibre bundle over the connected 
space Cs of nondegenerate conormal vectors to S. This is proven in Sect. 2.3.2. 
(Thus, 2x is independent of W up to noncanonical homeomorphism.) 

6.3. The Variation 

Suppose the stratum S is contained in X, and is a singular stratum of X. Fix 
a nondegenerate conormal vector WE Ts* M. 

Definition. The variation map is the boundary homomorphism 

Interpretation. Let 2 = 2x= 2 z denote the corresponding complex link. By 
Sect. 2.6, a choice of square root of -1 determines a monodromy homeomor
phism 

which is well defined up to isotopy (modulo some neighborhood of the boundary) 
and may be chosen so as to be the identity on some neighborhood of off'. 
It follows that for any ~EICk(2, (2) the chain ~-,u(~) is an element of ICk (2). 
In other words, I - ,u induces a homomorphism 

(I - ,u)*: IHk(2, 02; Z) --+ IHk (2; Z). 

By [GM3] Sect. 3.5, Corollary 1, the group IHk(C-{P}, C<o) is canonically 
identified with IHk - 1 (2, (2). By Sect. 2(a) or [GM3] Sect. 3.5, Corollary 3, 
the group IHk - 1 (C<0) is canonically identified with IHk - 1 (2-, 02-), where 
(2-, 02-) is the complex link which corresponds canonically to the conormal 
vector -w. A choice of path from -e+Oi to +e+Oi in <C-{O} gives a homeo
morphism 
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With these identifications, we have 

Vark : 1Hk - 1 (!l', o!l'; 7£) -+ 1Hk - 1 (!l'; 7£). 

Fact. For an appropriate choice of square root of minus one, the homo
morphism Vark coincides with the homomorphism (I - fL)*. 

Definition. The Morse group Aro is the image of V ARc where c is the complex 
codimension of the stratum S. If w is a conormal vector to the nonsingular 
part of X, then we define Aro to be the integers, lL. 

Remarks. It follows from Lemma 2.3.2 that the groups Aro form a local 
system over the space C s of nondegenerate covectors. Thus, if '1 E Cs is another 
nondegenerate covector, a choice of path between wand '1 determines an 
isomorphism between Aro and A~. In particular, there are two distinguished 
isomorphisms Aro ~ A -ro whose composition Aro -+ A -ro -+ Aro gives an action of 
the monodromy fL on Aro. Furthermore, the intersection pairing from intersection 
homology, 

1Hi(Morse data for w) X 1Hzn-i(Morse data for -w)-+lL 

induces a bilinear pairing 

which is nondegenerate over <Q. 

6.4. Theorem An. Let X be an open dense union of strata in a complex n
dimensional Whitney stratified analytic variety Z, and let f: Z -+ IR be a proper 
Morse function with a nondegenerate critical point PEZ in some stratum scz 
of complex codimension c. Let A denote the Morse index of f I S at the point 
p and let WE Ts* M denote the conormal vector determined by df(P). Suppose 
that the interval [a, b] contains no critical values of f I Z other than V= f(p), 
and that vE(a, b). Then, 

l1Hi-l-l (!l'x, o!l'x; lL) if p¢X 

1Hi(X sb, X sa; 7£)= Aro if i=A+c and PEX 

o if i=l=A+c and PEX 

and this identification is canonical. Furthermore, the group Aro is torsion-free, 
and the group 1Hi- l - 1 (:Ex, o!l'x; lL) vanishes if i < A+C. 

Remarks. (1) The same result holds for intersection homology with twisted 
coefficients, but it is necessary to define the variation using intersection homology 
with twisted coefficients, and the group Aro at a nonsingular point must be 
replaced by the stalk of the local system at that point. 

(2) If we replace intersection homology by ordinary homology, then by Sect. 
3.2 we have 

if p¢X 

if PEX 
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(where fi denotes reduced homology) and so it is still independent of the Morse 
function, although it may be nontrivial for many different values of i. 

(3) If X is an algebraic curve with a singular point p, then the Morse group 
Ap has rank m - b, where m is the multiplicity of X at p and b is the number 
of analytic branches of X at p. 

(4) The proof which follows in Sect. 6.7 may be used to study the Morse 
group for intersection homology with different perversities. If the perversity 
lies between the "sub-logarithmic" (p(2 k) = k- 2) and the "logarithmic" 
(P(2k)=k) and if PEX, then the corresponding Morse group IHf(X s;b, X s;a) 
is nonzero in one degree only (i = c + A), but the value of the group depends 
on the perversity. For the logarithmic perversity, if PEX then 

IH~+JX s;b, X s;a; 7L)=IH~_JP; 7L) 

and is torsion-free. For the sublogarithmic perversity, if PEX, then 

IH~+c(X s;b, X s;J=IH~-l (2, a2; 7L). 

The detailed calculations for general perversities, together with applications to 
Lefschetz theorems and vanishing theorems with general perversities may be 
found in the sequence of papers [FKl] to [FK6]. The perversities between 
the sublogarithmic and the logarithmic are those for which the intersection 
homology is a perverse sheaf [BBD], i.e., it is the homology of the solution 
complex of a holonomic f0-module with regular singularities. See [KS] for a 
f0-module proof that the Morse group exists in a single dimension. 

6.5. Vanishing of the Morse Group 

Recall (Part I, Sect. 1.8) that if Z is a Whitney stratified complex analytic subvari
ety of a smooth analytic manifold M, then a covector BE Tp* (M) is characteristic 
if it annihilates the tangent space Tp S to the stratum S of Z which contains 
the point p. In this case, B is called degenerate if it annihilates some generalized 
tangent space at p (i.e., a limit of tangent spaces from some stratum R > S). 
The set of degenerate characteristic covectors is a homogeneous cone of complex 
codimension::2: 1 in the space of characteristic covectors. 

Let Xc Z be an open dense union of strata in Z. 

Proposition. Suppose PEX and the set D of degenerate characteristic covectors 
has codimension::2: 2 in the space C of characteristic covectors at the point p. 
Then for any w¢D, the Morse group Aro is o. 

Proof It is possible to find two complex analytic functions (f, g): X ~ <C2 

such that the pair (f, g) is nondegenerate, i.e., w=df(P) and 

(df(p), dg(p))(Q)=<c2 

for every generalized tangent space Q. (This is because the projectivization IP(D) 
of the set of degenerate covectors is a set of complex codimension two in the 
projective space IP( C) of all characteristic covectors. Therefore, almost every 
linear <CIP 1 c IP (C) misses this set IP (D).) 
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By Sect. 2.7, this implies that the monodromy is isotopic to the identity. 
Therefore, the variation map is O. 0 

Example. This happens for the Schubert variety X = Q [2, 4J of all two-planes 
P in ([4 such that dim (P n ([2) ~ 1. Tliis variety has a single singular point 
p and has a small resolution 1[: X ~ X such that the composition f 0 1[ has no 
critical points on f-l(p) ([CGMJ, [GM4J). It follows that the Morse group 
Ap is O. (X consists of all pairs (L, P) such that P E Q [2, 4J and L is a line 
in P n([2).) 

6.6. Intuition Behind Theorem An 

If p¢X, then the result is the same as in Sect. 3.3. The interesting case is when 
pEX. By restricting to a normal slice through p (using Part I, Sect. 3.7), we 
can reduce to the case that {p} is a zero-dimensional stratum of X and A = O. 
It is possible (locally near p) to construct a controlled vectorfield (Part I, Sect. 
1.5) Von X -{p} such that df(x)(V(x)) <0 for all x, i.e., V flows in the direction 
of - J7 f We shall denote the flow of this vectorfield by <p, i.e., 

<p: (X -{p}) x 1R~X - {p} 

and we define the stable and unstable sets, 

p + = {x E X I lim <p (x, t) = p} 
t~oo 

p- ={xEXI lim <p(x, t)=p}. 
t- - 00 

Conjecture. A vectorfield V exists so that p + and p - are Whitney stratified 
subsets of X, and so that for each stratum B of X we have 

dimlR(p± nB)~dim<c(B). 

We have been informed that Le D.T. ([Le2J) has succeeded in finding a vector
field V of this type such that the sets p± are homeomorphic to simplicial com
plexes and satisfy the above dimensionality estimates. The idea is to approximate 
f (near p) by the real part of a complex analytic function g: X ~ ([, which 
is a submersion except at the point pEX. Then, find a controlled lift of the 
vectorfield 

a a 
W=--+O·-. ox oy 

Now consider a cycle ~EICi(X 9+" X :5V-') where i<n. Since ~ is (m, i)
allowable ([GM4J), we have 

dim(l~1 nB)<n-c-l =dimdB)-l 

for any stratum B of X (and also I~I n {p} "=</1). Therefore, by transversality, 
~ is homologous to a cycle ~' such that I~' In p + = </1. This means that if we 
flow ~ by the vectorfield V it can be pushed into the subspace X :5V-' without 
ever intersecting the singular point {p}, i.e., the "flowout" of this cycle is an 
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allowable homology between ~' and a cycle ~" in ICi(X ,;v-,). This is why 
IHi(X ,;v+" X ,;v-,)=O. 

Now consider a cycle ~EICi(X ,;v+" X ,;v-,) where i>n. Although it may 
happen that I ~I (l {p} =\= 4> we can still push ~ by the vectorfield V into some 
subset of p -. But, the set p - has dimension equal to n, so ~ is homologous 
to O. It is a pleasant exercise to verify that this homology to 0 satisfies the 
"allowability conditions" for the middle perversity. 

6.7. Proof of Theorem An 

If p¢X, then the result follows from Sect. 3.3. Thus, we may assume that PEX 
(i.e., that the Morse function f is proper near p). The proof is by induction 
on n, the complex dimension of the variety X and proceeds concurrently with 
the following: 

Proposition Bn. Let Y be a complex analytic Whitney stratified space of any 
dimension and let S be a stratum of Y whose complex codimension (in Y) is 
c = n + 1 > O. Choose a point Yo E S and let 2 be the complex link of S at the 
point Yo. Then, 

1Hi(2; Z)=O for all i>n and 1Hn(2; Z) is torsion-free 
1Hi(2, i32; Z)=O for all i<n. 

Proof that An (for proper Morse functions) implies Bn. Consider a Morse 
function f: 2 --+ JR, which is a (COO close) approximation to the function 

!(y)=(distance(y, Yo))2. 

It follows (4.A.4) that for any stratum A of 2, index (f I A) = dimdA) at any 
critical point in A. Applying proposition An to this Morse function gives, for 
each critical value v, 

1Hi(2,;v+p 2,;v-,)=0 for all i>dimcc(A)+coddA)=n 

where A is the stratum which contains the critical point. (Note that f has a 
degenerate maximum on i32, but this is a collared boundary so adding it to 
2 - i32 does not change the intersection homology). Furthermore, if i:s;; n then 
1Hi(2,;v+" 2 ,;v-,; Z) is torsion-free, by proposition An. Using the long exact 
sequence for the pair (2,;v+" 2,;v-,) and induction, it follows that 
1Hn(2,;v+,; Z) is torsion-free. Since this holds for each critical value v, we have 
1Hn(2; Z) is torsion-free. 

The second statement may be proven by considering instead the Morse 
function 1> - f, where 1> = f(i32). This has a minimum on i32 and critical points 
which, in any stratum A have Morse index ~ dimcc(A). Therefore, by proposition 

1Hi(2,;v+" 2,;v-,)=0 for all i<n. 

Proof that Bk for all k < n implies An for proper Morse functions. By Part I, 
Sect. 3.2 and Part I, Sect. 10.2, we may assume that a = v - Band b = v + B where 
B is arbitrarily small. If the critical point p lies in the nonsingular part of X, 
then the conclusion of An is clear since X ';v+, is obtained from X ,;v-, by attach-
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ing (D;. X Dn -;') along (aD;' x Dn -;.). Thus, we may assume the critical point lies 
in a singular stratum S of X. Let c be the complex codimension of Sand 
let A be the Morse index of J I S at p. By Part I, Sect. 3.5.4, the space X ,;v+e 
is homeomorphic to the space X :s;v-e u (J, K) where the pair (J, K) is the local 
Morse data, 

(J, K)=(Ds -;, x D;', D S -;' x aD}.) x (Normal Morse data). 

By excision and the Kunneth formula for intersection homology, we have 

Mi=IHi(X :S;v+e' X :s;v-e)=IHi_;.(Normal Morse data). 

We can (locally near p) embed X as an analytic subset of (CN and extend the 
function J to some smooth function on a neighborhood of X in (CN. Define 
F = Fl + iF2 : (CN --+ (C as follows: 

F(z) = dJ(p)(z) - idJ(p)(iz). 

Thus, F is a complex analytic map such that Re (dF(p)) = dJ(p). By Part I, Sect. 
7.5.1 the normal Morse data for J is homeomorphic to the normal Morse data 
for Fl =Re(F) which (by Sect. 2.4(c)) is homeomorphic to the pair 

(CnF1- 1 [ -rplJ, CnF1- 1 (-1])) 

(for 1] sufficiently small) where C is the cylindrical (transverse) neighborhood 
(see Sect. 2.4), 

C =N nB,j(p)nF- 1 (D.). 

In [GM3J Sect. 3.5, Corollary 2, a further deformation and the Kunneth theorem 
is used in order to identify the intersection homology of the normal Morse 
data as follows: 

Mi=IHi-;.(C nF1- 1 [ -1], 1]J, C nF1- 1 ( -1]));;:;IHi-;.(C, C<o) 

where C < 0 = C n F1- 1 ( - 00, 0). Therefore, to calculate the Morse group we 
should examine the long exact sequence associated to the triple of spaces 

C < 0 C C - {p} c C. 

This long exact sequence, together with the exact sequences for the pairs 
(C-{p}, C<o), (C, C<o), and (C, C-{p}) fit together in the following "braid 
diagram" with exact sinusoidal rows (compare [CIJ): 

VAR 

~~~~~ 
lHi-H I(C - {pi, C <0) Ifli-;K <0) l Hi-,,(C) !Hi-A(c' C - p) 

~/~/ ~/~/~/ 
lHi_HI(L) M i + 1 lHi-A(L) Mi lHi-i-I(L) 

/~/~ /~/~/~ 
lHi-HI(C) lHi_HI(C,C-p) lHi-iC-{p},C<o) lHi-).-I(C<o) 

~~~~~ 
VAR 
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where we have made the following identifications: 

IHi_;.(C, C<o)=Mi=IH;(X ';v+e' X ,;v-e) 

as above 

IHi_;.(C - {p})=IHi- ).(L) by Sect. 2.4(b). 

The proposition now follows from a simple diagram chase together with the 
following facts: 

IHi-).(C, C-{p})=O 

IHi-).(C) =0 
for i-A.<C} 
r . 1 - by the local calculation and Sect. 2.4(b) 
lor 1-II.Zc 

IHi-).(C - {p}, C < 0)= IHi-).-l (2', 82')} 
IHi-).(C<o) =IHi-;.(2') by Sect. 2(a) or [GM3] Sect. 3.5 

IHi _).(2') =0 

IHi_).(2',82')=0 
for i-A. > C - I} 
r . 1 1 from Proposition Be· 
lor l-II.<C-

Thus, Mi=O unless i=A.+c and M He=A",=Image(VAR). Since this is a sub
group of IHe - 1 (2'; Z), it is torsion-free (by Proposition BJ 0 

6.S. Intersection Homology of the Link 

Suppose X is a Whitney stratified complex analytic variety and PEX is a point 
in a stratum SeX of complex codimension C > O. Then, 

(

IHi(2" 82') 

1Hi(L)= ker(I-It) 
coker (I -It) 

1Hi(2') 

for i>c 

for i = c 

for i=c-l 
for i<c-l 

where L is the link of S at p, 2' is the complex link of S at p, and 

(I -It): 1He- d2', 82') ---dHe- 1 (2') 

is the variation. 

Proof The proof is immediate from the braid diagram. 0 

6.9. Intersection Homology of a Stein Space 

Theorem. Let X be an n-dimensional Stein space. Then, IHi(X; Z)=O for all 
i>n, and 1Hn(X; Z) is torsion-free. (See also [GM3] and [FK5].) 

Proof Choose a homeomorphism between X and a closed analytic subspace 
(which we will also denote by X) of (CN. Choose a generic point qE(CN and 
let f: X --+ 1R be the Morse function 

f(x)=(distance(q, X))2. 
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For any stratum A of X and for any critical point pEA we have (4.A.4) 

index (f I A) at p :::;; dim<e(A) 

so IHi(X ";v+" X ,,;v-,)=O for all i>n, by proposition An (where v= f(p», and 
IH;(X ";v+,, X ,,;v-,) is torsion-free for all i:::;;n. Using induction and the long 
exact sequence for the pair (X ";v+,, X ,,;v-E) we conclude that IHi(X; Z)=O 
for all i>n, and IHn(X; Z) is torsion-free. D 

6.10. Lefschetz Hyperplane Theorem 

The following Lefschetz hyperplane theorem was our original motivation for 
developing Morse theory on singular spaces. It was discovered independently 
by P. Deligne, who used sheaf theory and the method of Artin [Art] in his 
proof (see [GMS]). Later refinements appear in [FKl] through [FK6]. 

Let X be a purely n-dimensional algebraic variety and suppose that n: 
X ~ ([-:IpN is a (not necessarily proper) algebraic map with finite fibres. Let 
He ([:JpN be a linear subspace of codimension c. Let H, denote an s-neighbor
hood of H, with respect to some Riemannian metric on ([]PN. 

Theorem. If s > 0 is sufficiently small, then the inclusion n- 1 (H,) ~ X induces 
an isomorphism IHi(n- 1 (H,); Z)~IHi(X; Z) for all i<n-c and a surjection 
IHn_An- 1 (H,); Z) ~IHn-AX; Z)~O. 

Furthermore. If H is generic, then H, may be replaced by H in the above 
theorem. 

Remarks. If IC~ denotes the intersection homology complex of sheaves 
([GMS]) on X, then there is a canonical isomorphism 

IHi(n- 1 (H,»~H?n-i(IC~ I (X n n- 1 (H))) 

i.e., it is the (hyper) cohomology with compact supports of the restriction of 
the sheaf IC~ to X n n -1 (H). In this sense, the neighborhood H, may be replaced 
with H provided we also replace the intersection homology of H n X with the 
cohomology of the restriction of the intersection homology sheaf to H n X. 
For generic H, these are the same, i.e., there is a canonical isomorphism between 
IHi(n- 1 (H» and IHi(n- 1 (H,» (see below). 

Preliminaries to the proof The map n extends to a finite and proper algebraic 
morphism ii: X ~ <CIPN , where X contains X as a dense open subset. Choose 
a Whitney stratification of X and of Z = ii(X) so that Xis a union of strata 
and so that ii is a stratified map (Part I, Sect. 1.7). Choose H to be transverse 
to each of the strata of Z. (This is the genericity assumption on H.) Let f: Z ~ IR 
be a Morse perturbation of the square of the distance from H (see Sect. 4.A). 

XcX 

rrl rrl 
Z c Z----->IR. 

J 
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Proof of theorem. It suffices to prove the theorem for H a linear hyperplane, 
since the higher codimension cases follow from this by induction. By the same 
trick as appears in Proposition 5.A.1, we can assume that U=n- 1f- 1 [0,E] 
for E>O sufficiently small. Thus, (by the long exact sequence for the pair (X, U)) 
it suffices to show that IHi(X, U; Z)=O for all i~n-1. For any stratum A 
of Z and for any critical point pEA we have 

index (f I A, p)~ dim<e(A). 

Now consider the relative Morse theory of the function fn: X -+lR. For each 
critical point PEZ we have (as in Sect. 4.6) a decomposition of the relative 
normal Morse data for f n at p into a disjoint union 

U (lx, Kx) 
XEIt-l(p) 

where (Jx, Kx) is the normal Morse data for fn. If [a, b] clR contains no critical 
values except v = f(p)E(a, b), then 

IHi(X "b, X "J= EB IHi-;.(Jx, Kx)· 
ZEIt-l(p) 

By Proposition 6.4, whether or not XEX, this group vanishes for all i<cod(A). 
Thus, IHi(X "b, X "a; Z)=O for all i<n. Apply this formula to each critical 
point in X - U to obtain the result. 

Proof of Furthermore. The transversality assumption implies that n- 1 (H) 
has a vector bundle neighborhood U in X (Part I, Sect. 1.11). By the Kunneth 
formula and Mayer Vietoris we have 

IHi(n- 1 (H));;; IHi(U) 

for all i. By the same trick as appears in 5.A.1, we can replace U by n- 1 (H,) 
or by n - 1 f - 1 [0, E] for E > 0 sufficiently small. 0 

6.11. Local Lefschetz Theorem for Intersection Homology 

Theorem. Suppose X is a purely n-dimensional complex algebraic subvariety of 
some nonsingular complex algebraic variety M. Suppose P is a nonsingular complex 
algebraic variety, and that n: X -+ P is a (not necessarily proper) algebraic mor
phism with finite fibres. Fix a point pEn(X) and let oBb(p) denote the boundary 
of a ball of radius b about the point p, with respect to some smooth Riemannian 
metric on P. Let H be an affine linear subspace of codimension c in P (with 
respect to some local coordinate system about p) which passes through the point 
p, and is generic among all affine linear subspaces through p. If b > 0 is sufficiently 
small, then the homomorphism 

IHi(X n n- 1 (OBb(P) nH); Z) -+ IHi(X n n- 1 (OBb(P)); Z) 

is an isomorphism for all i < n - c - 1 and is a surjection for i = n - c - 1. 

Proof The proof is exactly the same as the one in Sect. 5.3, so we will just 
sketch it here: we reduce to the case c = 1 by induction. Since the problem 
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is local, we may replace the manifold P by (CN. Extend n to a proper finite 
map if: X ~ (CN where X contains X as a dense open subset. Choose Whitney 
stratifications of X and of .2 = n (X) so that the point {p} is a separate stratum 
of .2, the map if is a stratified map, and so that X is a union of strata (Part I, 
Sect. 1.7). Take H to be transverse to the strata of .2 - {p}. (This is the genericity 
assumption on H.) If f: (CN ~ (C is a linear projection such that H = f - 1 (0), 
then df(p) is non de gene rate (Part I, Sect. 2.1). If 

L"x =X n if- 1 (.2 n oBa(P)) 

denotes the" relative link" of the point p, then we must show that 

IHi(L"x, 82';'; Z)=O for i~n-2. 

Since the map if is finite, this group is a sum of groups IHi(Lx, o2'x; Z) over 
points xEif- 1 (p). As in 5.3.2, we verify that these groups vanish in two steps: 

(a) IHi(Lx, 2'x)=O for all i~n-1 
(b) IH;(2'x, o2'x) = 0 for all i ~ n- 2 

and apply the long exact sequence for the triple (Lx, 2'x, o2'x). However, part 
(b) implies part (a) by [GM3] Sect. 3.5, Corollary 1, or by the same proof as 
appears in 5.3.2 (with ni replaced by IHJ In fact, both groups are calculated 
in the braid diagram of Sect. 6.7 and are found to be zero. D 

6.12. Morse Inequalities 

An argument identical to the standard one (e.g., [Mil]) can be used to derive 
Morse inequalities for the intersection homology groups. However, each critical 
point must be counted with a multiplicity which is the rank of the Morse group 
at that point. 

Suppose X is a complex analytic variety with a Whitney stratification. For 
each XEX define the rank of the variation at x, 

t(x) = rank (A",) 

where w is any nondegenerate covector at x. If x is a nonsingular point of 
X we set t(x)= 1. 

Theorem. Suppose X is compact and f: X ~ 1R is a Morse function. Define 
I bj = rank (IHiX)) and for each nonnegative integer m define 

Rm= I {t(x) I x is a critical point and codim (S) + index (f I S, x)=m} 

(where S is the stratum containing x). Then the following Morse inequalities 
hold: 

Rl -Ro"?Ib1 -Ibo 
Rz-R 1 +Ro"?Ibz-Ib 1 +Ibo etc. 

and 
Zn Zn 

I (-l)iRi= I (-l)ilbi 
i=O i=O 

where n is the complex dimension of X. D 
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6.13. Specialization Over a Curve 

This section is largely a summary of [GM3] § 6. 

6.13.1. Introduction. If f: X --+ DO is a Whitney stratified proper analytic map 
to the open unit disk, with fibre f- 1 (t)=Xt> then there is a "canonical retrac
tion" !/J: U --+ X ° of some neighborhood U of the central fibre to the central 
fibre. Restricting !/J to a nearby fibre X t defines the specialization map, 

!/Jt: Xt--+Xo • 

We study the fibres of this map. Each fibre !/J t- 1 (x) may be given (in a noncanoni
cal way) the structure of a Stein space with boundary, whose dimension is 
equal to the codimension of the stratum which contains x. (We will show in 
6.13.6 using Morse theory that the specialization 

R!/Jt*(IC) 

of the intersection homology sheaf is a perverse sheaf in the sense of [BBD].) 

6.13.2. The setup. We suppose f: X --+ DO is a proper analytic map of an 
irreducible variety X to the open disk in the complex plane. We will assume 
that f is the restriction of a smooth proper nonsingular map 

l: M -+Do. 

We denote by X t the fibre f-1(t) over a point tEDO and we will suppose that 
X and DO have been stratified so that: 

(a) The origin OEDo is the only zero-dimensional stratum in the target 
(b) f takes each stratum of X submersively to a stratum of DO 
(c) X 0= f - 1 (0) is a union of strata. 

We also choose a system of control data ([Mal], [T5]), {TA' 7r A, P A} on X, 
i.e., a tubular neighborhood (in M), 7r A: TA --+ A for each stratum A of X, and 
a tubular distance function P A: TA --+ [0, 2 e) such that whenever B > A is another 
stratum we have: 

(1) (7rA, PA) I B: B --+ A x (0, 2e) is a submersion 
(2) 7rA 7rB =7rB 7rA 
(3) PA7rB =PA-

Consider the following neighborhood of X ° consisting of the umons of the 
tubular neighborhoods of all the strata in X 0: 

U(e)= U {YE TA I PA(y):s;;e}. 
AcXo 

There is a continuous "retraction" [G1], [G2] 

!/J: U(e)--+Xo 

which collapses the fibres of each 7rA to points. (!/J is not actually a retraction 
because its restriction to X ° is not the identity, but is rather homotopic to 
the identity.) 
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6.13.3. Definition. Let t/I,: X, --+ X 0 be the restriction of t/I to the fibre X" 
where t is chosen so small that X,c U(c). 

It is a fact (that we do not prove or use here) that the topological type 
of the map t/I, is independent of the choice of control data, family of lines, 
or parameter value t. 

6.13.4. Structure of the fibres. It is easy to see from the construction of 
t/I that for any stratum A of X 0 and for any XE A, there is a unique point 
x' E A such that 

Furthermore if It I is sufficiently small, then X, is transvese to the set 

n A 1 (x') n PA 1 (c). 

(Note that nA 1 (x') is a smooth submanifold of M which meets A transversally 
in the single point {x'}.) 

6.13.5. Proposition. Suppose x EX 0 lies in some stratum A whose co dimension 
in X 0 is c. Then, the fibre over x of the specialization map t/I,: X, --+ X 0 is homeo
morphic to the closure (in X,) of an affine complex analytic space of dimension 
c. (The closure is obtained by adding a collared boundary to this analytic space.) 
Fibres over nearby points in the same stratum can be given compatible complex 
analytic structures. 

Proof Careful details of this proposition were published in [GM3] Sect. 6.4, 
so we give here an outline only. Find x' as above. The fibre N = n A 1 (x') of 
the tubular neigborhood TA --+ A is a smooth submanifold of M whose dimension 
is complementary to that of A. If N were complex analytic, then the proposition 
would follow directly from 6.13.4, because t/I,-l (x) is the transverse intersection 
of the sets 

N, X" and Be(x') 

where Be(x') denotes a (closed) ball of radius c (with respect to some Riemannian 
metric on M) centered at the point x'. At least we can say (by transversality) 
that t/I,-l (x) is a compact Whitney stratified set of (real) dimension 2c, with 
a collared boundary N nX,n8Bb(x'). 

Although N may not be complex analytic, it suffices to find a complex 
analytic manifold N' with the same dimension as N which is transverse to 
the stratum A, such that the spaces 

Bb(x')nN' nX, and Bb(x')nN nX, 

are homeomorphic. This homeomorphism is found using Thorn's first isotopy 
lemma by embedding the manifolds Nand N' into a one-parameter family 
of slices No transversal to A at the point x'. (As the value of () varies, it may 
be necessary to reduce band It I to guarantee that the sets 

No, Bb(x), and. X, 

remain transverse to each other. This kind of argument is much better made 
with the language of "fringed sets" and "moving the wall"; we will not repeat 
the details here.) 0 
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6.13.6. Morse theory of the fibre. Since Y = I/It- 1 (x) is homeomorphic to some 
affine analytic space, 

N' nBo(x')nXt 

there is a Morse perturbation g of the function 

g(y) = (distance (y, X'))2 

with the following properties: g has a maximum on 

8Y=N' n8Bo(x')nXt 

and for any stratum SnN' of XtnN', and for any critical point qESnN' of 
the function g, we have 

index (g I S n N', q):s: dimcc(S n N') =diillcc(S)-dimdA) 

(see 4.A.4). For each critical value vElR of the Morse function g: Y -4lR, we 
have: 

(a) Y,;v+q is obtained from Y,;v-q by attaching cells of dimension less than 
or equal to diillcc(Y) = codx (A) (see Sect. 4.3). 

(b) IHi(Y,;v+q, Y,;v-q)=O for all i> dimcc(Y) =codx(A) (see Sect. 6.4). 
This proves the following: 

Proposition. Let Y = I/It- 1 (x) be a fibre of the specialization map over a point 
x which lies in some stratum A c X o. Let c denote the complex codimension of 
the stratum A in the set X o. Then, 

(a) Y has the homotopy type of a CW complex of dimension :S: c 
(b) IHi(Y)=O for all i>c 
(c) IH;(Y, 8Y) = 0 for all i <c-l. 

Corollary. The sheaf R I/It* (IC~,) is perverse on X o. 

Proof of corollary. The stalk cohomology at a point XEX 0 is precisely 
I H * (I/It- 1 (x)), which satisfies the above vanishing condition. This verifies the 
"support condition" of a perverse sheaf. The" cosupport condition" is similarly 
a consequence of the vanishing of the relative intersection homology, 
IH*(Y, 8Y). 0 

6.A. Appendix: Remarks on Morse Theory, Perverse Sheaves, and .@-Modules 

The following remarks stated without proof, are included for the convenience 
of the reader who is familiar with sheaf theoretic and .@-module theoretic tech
niques and wishes to know their relation with Morse theory. 

6.A.1. Morse theory and sheaf theory. The main results of stratified Morse 
theory apply to arbitrary sheaf coefficients without change: suppose X is a 
Whitney stratified complex analytic subvariety of some smooth complex analytic 
manifold M and that ff' is a complex of sheaves (of abelian groups or of 
complex vectors paces) on X which is constructible with respect to the given 
stratification [GM5]. (This means that each cohomology sheaf £i(ff') is locally 
constant on each stratum.) Suppose S is a stratum in X, PES, and ¢ETs~pM 
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is a conormal vector to S which is nondegenerate. It is possible to define Morse 
groups A~(g;·) associated to this data, 

A~(g;·)=Hi(J, K; g;.) 

where the pair (J, K) is normal Morse data corresponding to any smooth func
tion f: M -+lR such that df(p)=~. In other words, for any choice of complex 
analytic submanifold N c M which intersects S transversally in the single point 
p, and for any a ~ b sufficiently small (and chosen in accordance with Part I, 
Sect. 3.6) we have 

(J, K)=(X nN nBo(p)nf- 1 [v-a, v+a], X nN nBo(p)nf-1(v-a)) 

where v = f(p). The main results of stratified Morse theory now states: 

Proposition. The cohomology groups A~(g;·) = Hi(J, K; g;.) are independent 
of the choices of f, N, a, b, or the Riemannian metric involved in the definition 
of the ball Bo(p), Furthermore, any path between nondegenerate conormal vectors 
~ and I] E 1S~ q M determines a canonical isomorphism 

A~(g;·) ~ A~(g;·) 

and in particular this Morse group for the sheaf g;. is independent of the Morse 
function. If f: M -+lR is a Morse function such that df(p)=~ and if the interval 
[a, b] contains no critical values other than v= f(p), then there is an isomorphism 
which is canonical up to a choice of orientation for the tangential Morse data, 

Hi (X :s;b, X :s;a; g;·)~A~-"(g;·) 

where A. is the Morse index of the restriction f I S at the point p. 
This proposition may be proven using the same technique as Sect. 6.7 

(Bk=-An)· 

6.A.2. Morse theory and vanishing cycles. Suppose g;. is a constructible com
plex of sheaves of complex vectorspaces on the variety X (as in 6.A.l), that 
X is Whitney stratified so that the cohomology sheaves of g;. are locally constant 
on the strata, that S is a stratum, PES, and ~E1S~pM is a nondegenerate conor
mal vector. Let F: X -+ <C be a locally defined complex analytic map such that 
F(S)=O and dF(p)=~, where we use the canonical identification 

~* M~Hoffi<[:(TpM, <C)~HomlR(TpM,lR). 

Then, the Morse group A~(g;·) is canonically isomorphic to the" R <P vanishing 
cycles" Ri <P(g;.)p of [D3]. 

6.A.3. Pure sheaves. In [KS], Kashiwara and Schapira define a pure complex 
g;. to be a constructible complex of sheaves (of complex vectorspaces) on a 
variety X, such that the Morse group A~(g;·) vanishes in all degrees except 
(possibly) for one. Thus, our result Sect. 6.4 states that the (middle) intersection 
homology complex g;·=IC(X) is pure (wit~ shift 0) in the sense of [KS]. 

6.A.4. Morse theory and holonomic ~-modules. Suppose A is a holonomic 
g)-module with regular singularities whose singular support is contained in the 
analytic subvariety XcM. Then, the sheaf g;·=DR(A) is pure in the sense 
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of [KS] (where DR denotes the deRham functor). (This may be proven as 
in Sect. 6.7, or using 6.A.5 below together with the main result Sect. 6.4, and 
is also shown in [KS] Theorem 9.5.2.) Fix a stratification of X with respect 
to which $" is constructible, and suppose that ~ E Ts~ pM is a nondegenerate 
co vector. Then, 

(a) The dimension of the single (possibly) nonzero Morse group A~($") is 
equal to the multiplicity (at ~) of the characteristic variety c h(uIt) of the :»
module uIt [Sabl], [Gin]. 

(b) The Morse group A~($") can be identified with the micro-solutions of 
the :»-module uIt, at the point ~. 

6.A.S. Holonomic .@-modules and perverse sheaves. The (analytically con
structible) perverse sheaves on X are those complex $" of sheaves of complex 
vectorspaces for which there exists a complex analytic Whitney stratification 
of X with respect to which $" is constructible, and such that for each stratum 
S of X we have 

(a) Hk(S* $")=0 for all k> -di~(S) and 
(b) Hk(S! $")=0 for all k<di~(S) 

where s: S -+ X denotes the inclusion. The (analytically constructible) perverse 
sheaves on X form an abelian category whose simple objects are (up to a shift 
in degree) the intersection homology complex with irreducible local coefficient 
systems on subvarieties of X [BBD]. Thus, every perverse sheaf has a filtration 
whose graded pieces are the intersection homology sheaves of subvarieties. In 
particular, the three main results in this chapter on intersection homology also 
apply to perverse sheaves. 

The de Rham functor gives an equivalence of categories between the category 
of holonomic :» M-modules with regular singularities whose singular support 
is contained in X, and the category of (analytically constructible) perverse 
sheaves on X. If we fix a particular complex analytic Whitney stratification 
of X, then this functor restricts to an equivalence of categories between the 
category of holonomic regular :»-modules whose characteristic variety is con
tained in the union of the conormal bundles to the strata of X, and the category 
of perverse sheaves on X which are constructible with respect to the given 
stratification. 

6.A.6. Specialization of .@-modules. Our theorem that perverse sheaves spe
cialize to perverse sheaves is equivalent to the statement that there exists a 
specialization functor on the category of :»-modules, which commutes with the 
functor DR. This specialization functor was explicitly constructed by Kashiwara 
and Malgrange. 



Chapter 7. Connectivity Theorems for q-Defective Pairs 

7.0. Introduction 

The four results in this chapter are generalizations of Theorems 1.1, 1.1*, 1.2, 
and 1.2*. We will replace the pair (<ClPN, L)=(projective space, linear subspace) 
by the pair (Y, A) = (complex manifold, compact complex submanifold) in the 
statement of these four theorems. We define the notion of a "q-defective pair", 
which implies that the Lefschetz theorem holds for (Y, A) in a range of dimen
sions which is smaller (by q) than for the pair (<ClPN, <ClPN- l ). 

It was first observed by Bott [B01] (in the case (Y, A)=(a positive line bundle, 
zero section)) that the usual Morse-theoretic proof of the Lefschetz theorem 
also worked in this setting. Later Griffiths [Grl] extended these results to posi
tive vectorbundles, and Sommese [Sm1] further extended the results to "q
convex" vectorbundles. 

In this chapter we will show that our Morse theory techniques can be used 
to further generalize the results of Sommese to include singular and noncompact 
varieties, and also to give "relative" Lefschetz theorems for maps with large 
fibres. These four results are proven in exactly the same manner as Theorems 
1.1,1.1 *, 1.2, and 1.2*, so we will only outline the proofs here. 

7.1. q-Defective Pairs 

Let A c Y be a compact complex submanifold of a complex manifold. Iff: Y ~ lR 
is a smooth function and yE Y, we define (see [Frl], p. 258, and also 4.A.3) 

Hy(f) = gE I;, Y I af(y)(~)=O} 
to be the unique maximal complex subspace of ker df(y). 

Definition. The pair (Y, A) is q-defective (resp. q-codefective) if there exists 
a proper continuous function f: Y ~ lR such that 

(a) f I (Y - A) is smooth. 
(b) For all YEY,f(y)~O, andf-l(O)=A. 
(c) For all yE Y - A, the restriction of the Levi form L(f)(y) to the subspace 

Hy(f) has at most q nonnegative (resp. nonpositive) eigenvalues. 

Remark. The pair (Y, A) is q-defective if and only if Y - A admits an "asymp
totically q + 1 convex exhaustion function" in the sense of [Sm4]. It follows 
([Sm3], Sect. 0.3.3) that Y-A is "q+ 1 convex" in the sense of [AG]. See 
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also the related concepts of topologically q-complete [FK5]; q-complete, coho
mologically q-complete, q-convex, and cohomologically q-convex ([Fel], [Fr2], 
[AG]). 

Proposition. If (Y, A) is q-defective (resp. q-codefective) and if f: Y -+1R is 
a function which realizes this defect, and if Be A - Y is any complex submanifold, 
then f can be approximated by a function f' whose restriction to B is a Morse 
function with convexity defect ::::;, q (resp. dual convexity defect ::::;, q). Thus, the 
Morse index A of any critical point of fiB satisfies the bound A:2:diIllq:(B)-q 
(resp. A::::;,dimdB)+ q). 

Proof This is a restatement of Corollary 4.A.4. D 

7.2. Defective Vectorbundles 

Let n: E -+ M be a holomorphic vectorbundle over a compact complex analytic 
manifold M. We shall identify M with the zero section. 

7.2.1. Definition. A Finsler metric on E is a continuous nonnegative function 
r: E -+ 1R such that 

(a) r-1(O)=M, 
(b) r is smooth (COO) on E-M, 
(c) the restriction of r to each fibre Ex = n- 1 (x) is strictly convex. 
(d) for any AE<C and for any eEE, we have 

r(Ae)= 1,11 2 r(e). 

(Hermitian metrics give rise to linear Finsler metrics, in an obvious way.) 

7.2.2. Definition. The vectorbundle n: E -+ M is q defective (resp. q-codefec
tive) if there exists a Finsler metric r: E -+ 1R on E such that at each point 
VE E - M, the restriction of the Levi form of r to the subspace 

Hv(r)=gET"E I ar(v)(~)=O} 
has at most q nonnegative (resp. nonpositive) eigenvalues. 

7.2.3. Examples. The vector bundle q L = L (f) L (f) ... (f) L is q - 1 defective, 
where L -+ <CIPN is the canonical line bundle. Bott [Bol] shows that a positive 
line bundle is zero-defective. Griffiths [Grl] shows that a "positive" vectorbundle 
E of rank r is r-l defective. (These papers study the Levi form of log(r) rather 
than the Levi form of r, but by 4.A.3 their restrictions to Hv(r) will have the 
same signatures.) Sommese ([Sm4], Sect. 3.6) proves the following: if n: E -+ M 
is an ample vectorbundle (in the sense of Hartshorne [Hr]) which is generated 
by its global holomorphic sections, then E is r -1 defective, where r = rank (E). 
See also the related concepts of q-ample vectorbundles ([Sm6], [Okol]), strictly 
q-positive, and Finsler q-positive vectorbundles ([Sml], [Ok03]), q-convex and 
strongly q-convex vectorbundles ([Sml]). 

Problem. What is the defect of an ample vectorbundle ([Hr]) ofrank r? 
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7.2.4. Proposition. If n: E --+ M is a q-defective vectorbundle and if s: M --+ E 
is a global holomorphic section of E with image S=s(M), then the pair (E, S) 
is q-defective. 

Proof If r is a Finsler metric on E which achieves the q-defect, then the 
function f: E --+ JR given by 

f(v)=r(v-sn(v)) 

achieves the q-defect on E - S, by Corollary 4.A.4. D 

7.3. Lefschetz Theorems for Defective Pairs 

In this section we will suppose that Y is a complex algebraic manifold, and 
A c Y is a compact complex algebraic submanifold. We will assume the pair 
(Y, A) is (c-l)-defective. Let Ao be the <5-neighborhood of A with respect to 
some real analytic Riemannian metric on Y. 

Theorem. The results in Theorems 1.1 and 1.2 (and the remark following the 
statements of these theorems) continue to hold when we replace the pair (<CJPN, H) 
by the pair (Y, A). 

Special cases. Theorems 1.1 and 1.2 follow from Theorem 7.3: let E --+ <CJPN 

be the bundle E=cL=LtfJLtfJ ... tfJL (where L is the canonical line bundle 
on projective space). This bundle admits a Hermitian metric ( , ) such that the 
associated distance function r(~) = (~, ;;) is c -1 defective. Choose a section s 
of E which vanishes on the linear subspace H (of co dimension c). Let S denote 
the image of the section s, and let z: <CJPN --+ E denote the zero section. Consider 
the following diagram of spaces: 

x 

-j 
<CJPN __ z __ ) E 

u 
S 

By Proposition 7.2.4, the pair (E, S) is (c -I)-defective. Apply Theorem 7.3 to 
the map zon: X --+E, noting that Z-l(S)=H. This gives Theorems 1.1 and 1.2. 

Remark. Similar results can be obtained for intersection homology instead 
of homotopy, using the techniques of Sect. 6. See also [FK5] and [FK6]. 

Proof of Theorem 7.3. We shall give the proof of the analogue to Theorem 
1.1 (the analogue of Theorem 1.2 being entirely parallel). This proof parallels 
Sect. 5.1. 

Extend the map n to a proper algebraic map n: X --+ Y. Stratify X and 
Z = n(X) so that n is a stratified map and so that X is a union of strata of 
X. Let!: Y--+JR be a function (as in Sect. 7.1) which realizes the c-l defective 
nature of the pair (Y, A), and let f be a small (close in the Whitney C'XJ (Y - A, JR) 
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topology) perturbation of J I (Y - A) so that J 1(2 - A) has nondegenerate critical 
points, and distinct critical values (see Part I, Sect. 2.2 or [P1]). Even though 
f may have infinitely many critical points near A, for each interval [a, b] which 
contains a single critical value (corresponding to a critical point pE2) we have, 
by Proposition 4.3, 

1[i(X sb, X sa)=O if i~m=n-(J(p)+r(p))-l 

where J(p) and r(p) are the "normal and tangential defects" for f at the point 
p (Sect. 4.3). By Corollary 4.A.4 we have r(p) ~ c -1, while 4.5.1 gives an estimate 
for LI(p) from which we conclude that m~fl. Applying this estimate to each 
critical value, we have 1[i(X, X <.) = 0 for arbitrarily small B > O. It remains to 
show that there exists B>O and b>O so that Aocf-l[O, B] and so that 

1[i(X s., X nn-l(Ao))=O for i~fl. 

This follows from the same argument as 5.A.2. Choose ~'< ~ ~ 1 and B' < B ~ 1 
so that 

and so that X n n- l (Ao) deformation retracts to X n n- l (Ao') and so that 
ni(X s.', X $<)=0 for all i~fl. The composition of the first two inclusions induces 
isomorphisms on homotopy groups of all dimensions, while the composition 
of the second two inclusions induces isomorphisms on homotopy groups of 
all dimensions ~ fl and a surjection in dimension fl. The result follows immediate
ly. D 

7.3*. Homotopy Dimension of Codefective Pairs 

Let Y be a complex manifold and A c Y be a compact complex submanifold. 
Suppose the pair (Y, A) is (q -l)-codefective and f: Y -+ 1R is a function (as in 
Sect. 7.1) which achieves this (q-1)-codefect. Let A.=f-l[O,B] be an B-neigh
borhood of A. Let X be an n-dimensional (possibly singular) complex analytic 
variety. Let n: X -+ Y be a proper analytic map. 

7.3*.1. Theorem. Let 4>(k) denote the dimension of the set of points YEn(X) 
such that the fibre n - 1 (y) has dimension k. (If this set is empty, we set 4> (k) = - 00.) 

Then X has the homotopy type of a CW complex, which is obtained from the 
space n - 1 (A.) by attaching cells of (real) dimension less than or equal to 

fl* =n+sup (2k-(n-4>(k)) + inf(4) (k), q-1)). 
k 

Special cases. Theorem 1.1* follows from Theorem 7.3*.1 by the trick of 
Sect. 7.3. Choose a section s: <CIPN -+ E of the vectorbundle E = (n - c) L -+ <CIP", 
so that s vanishes on a generic c -1 dimensional linear space G c <CIP" which 
is complementary to H and which is transverse to each stratum of a Whitney 
stratification ofn(X). If S denotes the image of s, then the pair (EI(<CIP"-H), S) 
is c-1 codefective. Let z: <CIP"-H -+EI(<CIP"-H) denote the zero section and 
apply Proposition 7.3*.1 to the composition zan: X -+EI(<ClP"-H). By 5.A.3, 



Chapter 7. Connectivity Theorems for q-Defective Pairs 229 

(z o n)-l(S,) is homotopy equivalent to n- 1(G)=(z o n)-1(S), and this has dimen
sion ~ 11* by direct computation. Theorem 1.1 * follows immediately. D 

Remark. Related results on the vanishing of the intersection homology of 
the pair (X, A) may be obtained, using the techniques of Sect. 6. See also [FK5] 
and [FK6]. 

7.3*.2. Theorem. Let W be a subvariety of X. We consider the extent to which 
the inclusion We X fails to be a local complete intersection morphism by defining 
for each k the number cjJ(k) to be the dimension of the set of all points pE W 
such that a neighborhood of p (in W) can be defined (as a subset of X) by 
n-dimp(W)+k equations, and no fewer. (If this set is empty, we set cjJ(k) = - 00.) 
Then the space X - W has the homotopy type of a CW complex, which can be 
obtained from the space (X - W) n n -1 (A,) by attaching cells of dimension ~ 11*, 
where 

11* = sup (n + k-1 + inf(cjJ(k), q -1)). 
k;;, 1 

Special cases. Theorem 1.2* follows from Theorem 7.3*.2 by the same trick 
as above. 

Proof of 7.3*. Stratify X and Z = n(X) so that n is a stratified map. Approxi
mate f by a Morse function g so that g has distinct critical values, g-l [0,8] 
= f- 1 [0,8], and so that the Morse index A of each critical point p on any 
stratum S of Z is bounded as follows: A ~ dim(dS) + q -1. (See 4.A.3.) By Proposi
tion 4.3*, for each critical value v= f(p), the space X ';v+, has the homotopy 
type of a space obtained from X ,;v-e by attaching a CW complex of dimension 
~m*=n+(,1*(p)+r*(p)) where r*(p) is the "dual convexity defect" and is 
~q-1; and where ,1*(p) is the "normal defect" which is estimated in 4.5.1*. 
From these estimates, we conclude that m*~11*. D 
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8.1. The estimates of fibre dimension in Theorem 1.1 are sharp: let Y = <C 3 C <C1P3 

and let n: X --+ Y be the result of blowing up the origin in Y. Let He <C1P3 

be a generic hyperplane which does not contain the origin. Then n2(n- 1(H))=O 
since n- 1 (H) is contractible, but X has the homotopy type of <CIP2. 

8.1 *. The estimates on fibre dimension are sharp in Theorem 1.1*. Let X 
be the result of blowing up a point in <C 3 and consider the projection n: X 
--+ <C3 = <CIP3 - H. Then, X has the homotopy type of a CW complex of dimension 
four instead of three. 

8.2. The estimates in Theorem 1.2 are sharp: let Z be the union of two 
transversally intersecting copies of <CIP2 in <CIP4. (This is not a local complete 
intersection.) Let H be a hyperplane in <CIP4 which is transverse to each of 
the components of Z. Then, 

no(Z (\ H)=l= no (Z). 

The assumption that H is generic cannot be removed from the Lefschetz 
theorem for affine varieties (remark in Sect. 1.2): let X be an affine subspace 
of <cn and take H to be a parallel hyperplane. Then H (\ X = 1;. (However, as 
noted in Sect. 1.2, H need only be transverse to the strata at infinity which 
occur in a Whitney stratification of Xc <cwn.) 

8.2*. The estimates in Theorem 1.2* are sharp: let Z=<C2-{point}. Then, 
Z has the homotopy type of a CW complex of dimension three. 

8.3. The Lefschetz theorem does not hold for constructible sets: let X 
=<CIPn_<CIPn-l+{x}, where x is a point in <CIPn-l. Let Ybe a generic hyper
plane section of X. Then, Y ~ <cn - 1 so it has no homology except in dimension 
zero. However, H2(X)~Z since X is obtained (up to homotopy) from <cn by 
attaching a two-cell. 

8.4. One might hope that the "fibre defect" (Sect. 4.5) can be added to the 
"singularity defect" (Sect. 4.6) to obtain a Lefschetz theorem for a map n: 
X --+ <CIPn, where X has singularities. However, this is false: even if X is a local 
complete intersection (so the "singularity defect" is zero), and the map n is 
"small" (so the "fibre defect" is zero), the Lefschetz theorem fails: 

Fix a two-dimensional plane T (through the origin) in <C8 • First we define 
a family F (parametrized by <CIP2) of four-dimensional planes (through the origin) 
in <C8 with the property that the intersection of any two of them is precisely 
the subspace T: consider the projection 
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r: ([8 _([8/T~([6~([3Ee([3. 

Choose an isomorphism I: ([3 ~ ([3 between the first and second copy of ([3. 

The family F will be thought of as an embedding ¢: ([IP2 - G4([8). This map 
associates to any line L through the origin in ([3 the four-plane 

¢(L)=r- 1 (LEe I (L)). 

N ow define the space X to be the set of pairs 

X = {(f, g)EG4 ([8 X G2 ([81 fEF and gef and dim(gn T)~ 1}. 

Let n denote the projection to the second factor n: X - G2([8) and let Y denote 
the image n(X). We will show that n: X - Yis a small map, X is a local complete 
intersection, but the relative Lefschetz theorem is false. 

X can be stratified with two strata: the open (five-dimensional) part, and 
the two-dimensional stratum S = n- 1 (T), which is isomorphic to ([IP2 by con
struction. The fibre n - 1 (g) (for any other point g =1= T) consists of a single point. 
Thus, n is a small map (Sect. 1.1). Furthermore, X is a local complete intersection 
since the projection to the first factor n 1 : X - G4([8) is a fibration over the 
image of ¢ (which is a smooth ([IP2), and the fibre is the Schubert variety 
Q[2,4] which is a local complete intersection. 

To see that the relative Lefschetz theorem fails, let H be a generic hyperplane 
section of Y (which misses the point TE Y). Then, n- 1 (H) is simultaneously 
a (relative) hyperplane section of X and of X - S. By Proposition 1.1, the inclu
sion n - 1 (H) _ n - 1 (X - S) induces an isomorphism on homotopy groups of 
dimensions 0, 1, 2, 3, and a surjection in dimension four (since X - S is nonsingu
lar). However, ni(X - S) - ni(X) fails to be an isomorphism in these dimensions, 
as can be seen from the long exact sequence in homotopy for the fibration 
L - S, where L is the boundary of a tubular neighborhood of S in X. 

Remark. The variety X has a small resolution 8: X -X which is obtained 
by resolving each of the copies nl1(p)~Q[2, 4] separately, as in Sect. 6.5. How
ever, the composition no 8: X - Y is not small or even semismall. 

8.5. The topological results of Sect. 2.4 and 2.A.3 do not hold for arbitrary 
stratified maps to the disk. The following example is due to Thorn [T5] and 
Hironaka [Hi2]. Let Y=IR2 and f: X - Y be the (real) Hopf blow up of the 
origin. This is a real algebraic map, but is most easily pictured locally in polar 
coordinates: Yl =rcos8, Y2=rsin8. We stratify Y with two strata: SI ={O}, 
and S2 = Y - {O}; and we stratify X with the strata Tl = f- 1 (SI) and T2 = X - T1 • 

The map f is then a stratified map (and it is a submersion over each stratum 
of X), but it does not satisfy Thorn's condition AI. Furthermore, the local 
structure statements of Sect. 2.4 and 2.A.3 fail. For example, fix pE T1 , and 
choose G~b~ 1 sufficiently small and let YEDe(O)e Y. Then the set 

!P=f-l(y) nBb(P) 

is not independent of the point Y, and the map 

f 1 Lv: Lv - oDe (0) 

is not a fibre bundle. (Here, Iv= f-l(oDe(O))nBb(P).) 
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Chapter o. Introduction 

In this section we consider the topology of the complement 

m 

of a finite collection d = {AI, A 2 , ••• , Am} of linear affine subspaces of Euclidean 
space lRn. (The subspaces can be of arbitrary dimension, and do not necessarily 
contain the origin.) We give a combinatorial formula for the homology of this 
complement, which depends only on the partially ordered set q> whose elements 
v are the intersections of the subspaces (ordered by inclusion), and on the dimen
sions of these "flats" (see Sect. 1.1, "statement of results "). Complements of 
hyperplanes have received considerable attention during the last ten years ([Ar], 
[Br], [Ca], [D2], [OSl], [OS2], [Zas]) and a nice survey article on the subject 
is [Ca]. In the case that the collection d consists of real hyperplanes, our 
formula reduces to Zaslavsky's formula [Zas] for the number of connected 
components of M. If d is the underlying real arrangement of an arrangement 
of complex hyperplanes in <en/2 then our formula reduces to the Orlik-Solomon 
formula ([OSl]). It is interesting that in this case, the complex structure is 
irrelevant except that it guarantees that each flat is even-dimensional. In particu
lar, our approach clarifies the connection (as observed in [OSl] and [OS4]) 
between real and complex arrangements in the following corollary: 

Corollary. If d ® <e denotes the corresponding (complexified) arrangement 
of complex affine subspaces of <en, then 

where bi denotes the ith Betti number. 

These Morse theoretic techniques do not easily allow one to analyze the 
product structure on the cohomology of M, although this has been computed 
for complex arrangements of hyperplanes in [Br], [OSl]. 

We also solve the following related problem (as suggested to us by R. Thoma
son): to give a combinatorial formula for the homology of the complement 
(in lR]pn or <e]pn) of a finite collection of linear projective subspaces. This is 
accomplished by considering the corresponding arrangement of linear subspaces 
oflRn+ 1 (resp. <en + I). 



236 Part III. Complements of Affine Subspaces 

The main idea behind our computation of the homology of M is the follow
ing: We consider IRn to be a "singular space", which is Whitney stratified by 
the flats Ivl for each VE.'?l. We choose a generic point pEIRn and define a Morse 
function f(x) = distance2 (x, p). Using Morse theory for nonproper maps (Part I, 
Sect. 10), we find that J is a perJect Morse function (when restricted to the 
complement M of the flats) which has a unique critical point (a minimum) 
on each flat. (This means that for each critical value v, the long exact homology 
sequence for the pair (M "v+" M "v-.) splits into short exact sequences.) It is 
a remarkable fact that this Morse function is perfect for local reasons near 
each critical point, i.e., each relative homology class in Hi(M "v+" M "v-.) can 
be locally completed to an absolute homology class. This local phenomenon 
has no analogue in classical Morse theory (except for the case of a minimim). 

We briefly describe the main steps in the identification of the local homologi
cal contribution of each critical point. The local contribution at the critical 
point x in a flat Ivi is H*(t+, ot), where t denotes the halflink (Part I, Sect. 3.9) 
in M of the stratum containing the critical point x. Moreover, the space t 
itself has the structure of the complement of a collection of linear subspace 
~={BbB2, ... ,Bd ofIRP, whose flats are indexed by the partially ordered 
subset r!J>v of all elements bigger than v. (Here p=n-dim (lvl)-l.) By Poincare 
duality we identify H;Ct+, ot) with HP-i(IRP, U~). A geometric argument shows 
that this pair (IRP, U~) is homotopy equivalent to a pair of simplicial complexes 
(K(r!J>v), K(~v, T))) which can be constructed combinatorially from the partially 
ordered set (JJJ, and whose homology groups can be defined combinatorially 
from (JJJ. 



Chapter 1. Statement of Results 

1.1. Notation 

(Unless otherwise noted, homology with integer coefficients will be used through
out.) Let A 1 , A 2 , ••• , Am cIR" be a finite set of affine subspaces (of possibly 
various dimensions) of Euclidean space and let 

m 

M=IR"- U Ai 
i= 1 

be the complement of the union of these subspaces. Associated to this collection 
of subspaces d there is a partially ordered set f!J whose elements v correspond 
to the "flats", 

Ivl =Ai1 nAi2 n ... nAir 

partially ordered by inclusion, with one maximal element T corresponding to 
the ambient space IR". We shall use the notation v < w if v and ware distinct 
elements of f!J such that the flat Ivl is contained in the flat Iwl. We define a 
"ranking function" d, whose value on the flat v is the dimension 

d(v) = dimlR (Ivl). 
Homology and cohomology with integer coefficients will be used throughout 
this chapter. 

1.2. The Order Complex 

For any partially ordered set Y' we may consider ([Fo], [AI]) the order complex 
K(Y'). This is a simplicial complex with one vertex for every element VEY' 
and one k-simplex for every chain Vo < V1 < V2 < ... < Vk of elements of Y'. (The 
boundary of this k-simplex consists of all corresponding subchains.) (Thus, K (Y') 
is the classifying space of the category whose objects are the elements VEY' 
and whose arrows v ~ w correspond to the order relations, v < w.) Clearly if 
~ cYz then K(~)cK(Yz). We remark that K(Y')=K(Y'*), where Y'* denotes 
the dual partially ordered set, which is obtained from Y' by reversing the partial 
order. If Y' has a minimal or a maximal element, then K(Y') is contractible. 
(In fact, it is a cone.) We assume Y' has a unique maximal element T. 

For any two comparable elements v < w of a partially ordered set Y', we 
define the following subsets: 
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9[v. w]= {XEY' I v~x~w} 
Y(v. w)= {XEY' I v<x<w} 

Y'>v= {XEY' I X >v}. 

We also define a "Mobius function" /1: Y' ..... Z recursively, by /1(T) = 1, and 

/1 (x) = - I /1 (v). 
v>x 

(Our Mobius function is derived from the usual one [Bi], [Ro1], [Ro2] by 
reversing the partial ordering on Y' and evaluating the second variable on T. 
This reversal will be necessary because we have partially ordered the flats in 
an arrangement of affine spaces by inclusion, rather than by reverse inclusion 
as in [OS1], [OS2].) 

m 

1.3. Theorem A. The homology of the complement M = IR n - U Ai is given 
by i= 1 

Hi(M; Z)~ EB Hn-d(v)-i-l (K(Y'> v), K(~v. T»); Z) 
ve&' 

where we make the convention that H - 1 (¢, ¢) = Z, i.e., the top vertex v = T contrib
utes a copy of Z to the homology group Ho(M). 

1.4. Corollary. If d®<C denotes the corresponding (complexified) arrange
ment of complex affine subspaces of <cn, then 

where bi denotes the ith Betti number, i.e., the rank of the homology group in 
degree i. 

Proof of Corollary. The complexified arrangement d®<C has the same par
tially ordered set Y' of flats as does the original arrangement d, but has a 
different ranking function. D 

1.5. Remarks 

1. Cohomology and relative cohomology of a simplicial complex can be comput
ed using simplicial cochains. This gives an algorithm for finding H * (M) in terms 
of the partially ordered set Y' and the ranking function. 

2. Since K(Y'2:v) is always contractible, using the long exact cohomology 
sequence for the pair (K(Y'2:v), K(~v. T»))' we may rewrite the formula for H*(M) 
as follows: let us say that an element VEY' is semimaximal if there are no 
elements w>v except for T. Then Hi(M)~ EB Gi(v) where 

ve&' 

lH-i(point) if V= T 
Gi(v)= Hn-d(V)-i-l(point) if v is semimaximal 

iln-d(v)-i-2(K(~v. T»)) otherwise, 

where il denotes reduced cohomology. 
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3. Using Poincare duality we can rewrite the formula as follows: 

Hi(M) ~ EB Hn-d(v)-i-I (K(.'?P> v), K(&(v, T))). 
VErY' 

1.6. Theorem B. Let d={A I, A 2 , ... , Am} be an arrangement of affine sub
spaces of JR", as above. Suppose that there is a positive integer c such that each 
Ai c 1R n has codimension c, and such that each flat I v I = Ai [ (\ Ai, (\ ... (\ Air has 
a codimension which is a multiple of c. Then the homology of the complement 
Mis torsion-free, and its Poincare polynomial is given by 

where 

1 + L tJ(v) IJi(v)1 
VErY' 

v*T 

(C-1) f(v)= -c- (n-d(v)) 

and where J.L(v) is the Moebius function defined above (Sect. 1.2). 

Examples. If the Ai are real hyperplanes then c = 1, and all the homology 
of M appears in degree O. The number of connected components of M is, thus, 

L IJi(v)1 
VErY' 

a result of Zaslavsky [Zas]. If the Ai are complex hyperplanes in <en =1R2n, 

then c=2, each n-d(v) is even, and we regain the formula ofOrlik and Solomon 
[OS1]. If the Ai are quaternionic hyperplanes in lHn =1R4n, then c=4 and all 
the homology of M lies in degrees 3 k. 

1.7. Complements of Real Projective Spaces 

Let d = {A I, A 2 , ... , A,} denote a collection of real linear subspaces of real 
projective space 1R1Pn and let .'?P denote the corresponding partially ordered 
set of flats. For each element VE.'?P we denote by Ivl the corresponding projective 
subspace of 1R1Pn, and we define the same dimension function, 

d(v) = dimlR (Ivl). 

For each integer u, we denote by {!p(u) the partially ordered set obtained from 
.'?P, 

.'?P(U) = {VE.'?P I d(v) 2: u}. 

Let m be the dimension of the largest flat, m = sup d(AJ 
1:5, i:5,r 

Theorem C. The homology (with coefficients in Z/(2)) of the complement is 
given by 

m 

Hj(1R.JPn- U d; Z/(2))~ EB Hn- u - j-I (K(.'?P(U)), K({!P~~); Z/(2)) 
U=o 
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1.8. Complements of Complex Projective Spaces 

If {AJ denotes a collection of complex linear subspaces of complex projective 
space, we shall denote by (!J> the corresponding partially ordered set of flats. 
Let d(v)=dimdlvl) and, for each u define 

(!J>(U) = {VElP I d(v);:::u}. 

Let m be the complex dimension of the largest flat. 

Theorem D. The homology (with Z coefficients) of the complement is given 
by 

m 

Hj(<ClP" - U d) ~ EB H 2n - 2u- j(K ((!J>(i»), K ((!J>~)T)) EB Hj(<ClPn- m- 1). 
u=o 

(It is an interesting combinatorial exercise to show that the formula in Theorem 
C or D reduces to the formula in Theoren A, when the arrangement d of projective 
subspaces contains at least one hyperplane.) 
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2.1. f/ -filtered Stratified Spaces 

Suppose fI' is a partially ordered set with a unique maximal element T. 

Definition. An fI' -filtration of a topological space X is a collection of closed 
subsets {X SV}VE.9' such that X ST=X and v<w=>X svcX SW. An fI'-filtered 
map I: X --+ Y between two fI'-filtered spaces X and Y is a continuous map 
such that I(X sv)c Y,;v for each VEY: An fI'-filtered homotopy between two 
fI'-filtered maps 10 and 11: X --+ Y is an fI'-filtered map F: X x [0, 1] --+ Y such 
that F(x, 0) = 10 (x) and F(x, 1) = 11 (x). For an fI'-filtered space X, we define 

2.2. The Complex C(d) 

X<v=UXsw. 
w<v 

Fix an arrangement d of affine subspaces of IRn, and let fYJ> denote the partially 
ordered set of flats of intersections. Let T denote the unique maximal element, 
i.e., I TI = IRn. The order complex K (fYJ» has a natural fYJ>-filtration which is given 
by K(fYJ»sv= K(fYJ>,;v) cK(fYJ». The ambient Euclidean space IRn also has a natural 
fYJ>-filtration which is given by lR~v=lvl. In this section we will construct a 
fYJ>-filtered space C(d), together with two fYJ>-filtered homotopy equivalences, 

¢: C(d) --+ lRn 

n: C(d) --+ K (fYJ» 

each of which restricts to fYJ> S v-filtered homotopy equivalences, 

¢sv: C(d)sv --->-Ivi 
nsv: C(d)sv--->-K(fYJ>sv) 

and to fYJ><v-filtered homotopy equivalences, 

w<v 

n<v: C(d)<v--->-K(fYJ><J. 

Definition. C(d) is the subset of lRn x K (fYJ» consisting of the union, 

C(d)= U Ivl x K (fYJ>;e v)· 
VE&' 
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The map ¢: C(d)~1R.n and n: C(d)~K(&) are the projections to the two 
factors. The filtration of C(d) is given by 

C(d)sv=n- 1 (K (&s v}}· 

We also observe 

w<v 

2.3. The Homotopy Equivalences 

Proposition. For any VE&, the map ¢: C(d) ~ lRn restricts to surjective maps 

¢sv: C(d)sv --+ Ivi and ¢<v: C(d)<v ~ U Iwl 
w<v 

with contractible fibres. The map n: C(d) ~ K(&) restricts to maps 

nsv: C(d)sv~K(&sv) and n<v: C(d)<v~K(&<J 

with contractible fibres. 

Proof It is easy to see that ¢ (C( d) s v) c I v I. Let us consider the preimage 
¢~~ (p)= ¢ -1 (P) n C(d)<v of a point pE Ivl. Let w ~ v denote the smallest element 
o{& such that pE Iwl. Then ¢ -1 (p) = {p} x K (&'~w), so 

¢ -1 (p)n C(d)sv= {p} x K(~w. vi)' 

Both of these sets are contractible because the po sets &~w and ~w. vi have a 
minimal element. Similarly, ¢~t (p) = {p} x K(~w. v»), so it is contractible. 

The fibres of n are also contractible: if x E K (&'), then x lies in the interior 
of a unique simplex which corresponds to a chain of elements, Vo < VI < ... < Vr 
of &. It is easy to see that n- 1 (x) = IVol x {x}, which is contractible. 0 

Corollary. The homomorphism 

n*o¢;;I: Hi(lRn, Ud)~Hi(K(&,), K(&<T)) 

is an isomorphism for each i. 0 

2.4. Central Arrangements 

If all the linear spaces in d pass through a single point (which we may take 
to be the origin in lRn) then the arrangement is said to be central. In this case, 
reflections through the origin (i.e., multiplication by -1 in each coordinate 
axis) is an &-filtration preserving involution,: lRn ~ lRn. This gives rise to an 
involution ,: C(d) ~ C(d) by operation on the first factor. 

Proposition. If d is a central arrangement and, denotes the reflection through 
the origin, then the map ¢: C(d)--+lRn satisfies ¢'='¢' while the map n: C(d) 
~ K (&') satisfies n, = n. 

Proof Obvious. 0 
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2.5. Appendix: The Arrangement Maps to the Order Complex 

The contents of this appendix are not needed for the development of our results, 
but give another, more geometric way to see the relationship between the order 
complex and the arrangement of affine spaces. However, this approach involves 
making a choice of control data on the stratification of lRn, which introduces 
a few technical complications. We will later use the map defined here to give 
explicit cycle representatives of each of the homology classes in M = lR n - U Ai' 

Let X be a Whitney stratified space and let Y denote the set of strata 
of X. This set is partially ordered by the closure relations: V < W -= V c it: If 
K (Y) denotes the order complex of :/, we have canonical Y -filtrations of both 
X and Y which are given by: 

X ,,;V = V 
(K(Y)),;v= K(Y,;v)c K(Y). 

There is a standard construction in stratification theory which gives an Y -filtered 
map X -4 K (Y) as follows: choose a system of control data (Part I, Sect. 1.5) 
on X. This consists of a tubular neighborhood nv: Tv -4 V for each stratum 
Vof X, and a tubular distance function Pv: Tv -4 [0, 1] with certain compatibility 
properties. These neighborhoods may be chosen so that: 

(a) Tv n Tw=F <p-=either V c it' or We V 
(b) Pv 1 (1)=oTv is the boundary "sphere" bundle of Tv over V 
(c) P extends to a continuous map Tv -4 [0, 1] so that P -1 (0) = V. 

Definition. The multidistance map G: X -4 K (Y) is given in barycentric coor
dinates by 

G(x) =(1- Pi (x)) Vi +(Pl (x)(1- pz (x)) Vz + Pi (x) pz(x)(1- P3(X)) V3 + .. , 
+ pdx) pz (x) ... Pk-l (x)(1- Pk(X)) v" 

whenever Vi < Vz < ... < v" and XE Tv! n TV2 n ... n Tvk _! n v" (and where we have 
written Pi instead of Pv). 

Definition. Let X =lRn be stratified by the flats consisting of the intersection 
of a collection d of affine subspaces, and let Y' denote the corresponding partial
ly ordered set. The map G: lRn-4K(Y') is the canonical multi distance map 
defined above, with respect to some choice of control data on X. 

Remarks. Changing the choice of control data will result in an Y'-filtered 
homotopic map. In fact, it is possible to give a map G': lR n -4 K (Y') which is 
in the same Y'-filtered homotopy class of G, without choosing a system of control 
data at all, by replacing the Pi with an appropriate multiple of the distance 
from the flat IvJ 

If the arrangement was a central arrangement, then the map G can be chosen 
to be equivariant with respect to the involution which is given by multiplication 
by -1 (i.e., reflection through the origin). 

Theorem. The map G is an Y'-filtered homotopy equivalence which, for each 
VEY' restricts to a Y',;v-filtered homotopy equivalence, 
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Proof This result is surprisingly difficult to verify, and since it is not needed 
in our development, we will not give the details. However, a homotopy inverse 
is given as follows: for each element VEg'!, choose a point p(v) in the flat Ivi. 
Map the vertices of K(g'!) (which are in one to one correspondance with these 
elements VEg'!) to the corresponding points that were just chosen. Extend this 
map linearly over the simplices of K (g'!). Since the flats are flat, this is an g'!
filtration preserving map. 0 
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3.1. The Morse Function 

Throughout this chapter we will fix an arrangement d = {Ai> A z , ... , Am} of 
affine subspaces of lRn, let fY!> denote the corresponding partially ordered set 
of flats which are the intersections of the affine spaces, let T denote the unique 
maximal element of fY!> corresponding to lRn, and let K(fY!» denote the order 
complex of fY!>. We denote by M = lRn - U d the space of interest, i.e., the comple
ment of the affine subspaces in d. 

The arrangement d gives rise to a Whitney stratification of lR n, with one 
stratum 

S(v)=lvl- U Iwl 
w<v 

for each flat VEfY!>. Thus, the closure S(v)= Ivl. The strata of lRn form a fY!>
decomposition oflRn (see Part I, Sect. 1.1), as well as a fY!>-filtration oflRn. 

For almost any point qEMclRn, the function f:lRn~lR which is given 
by 

f(x)=distanceZ(q, x) 

is a Morse function on lRn (with respect to this particular Whitney stratification 
oflRn) with distinct critical values (see Part I, Sect. 2.2). 

3.2. Intuition Behind the Theorem 

This Morse function is "perfect" for local reasons, i.e., for each isolated critical 
value v, the long exact sequence on homology for the pair (M '"'v+" M ,",v-e) 

splits into short exact sequences. This is because each critical point is a minimum 
(so the tangential behavior is perfect) and every homology class in the (relative) 
homology of the normal Morse data comes from an absolute class in the homolo
gy of the link of the critical point: the normal Morse data is homotopy equivalent 
to the halflink mod its boundary (Part I, Sect. 3.9), (r, a t) and since all the 
subspaces under consideration pass through the critical point p, multiplication 
by -1 gives an "antipodal" homeomorphism, 
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Each relative cycle ~EHi(t+, at) can be glued to the "antipodal" cycle ±T(~) 
to give an absolute cycle, 

~±T(~)EHi(L)=H;(t+ uatr). 

To see that ~±T(~) is a cycle, we need to use the fact that a*(~)EHi-l(at) 
is invariant (up to sign) under the antipodal map: this comes from the fact 
that every relative class ~ E Hi(t+, at) is the pullback under a map ¢: t ~ K (2J), 
which restricts to an antipodally invariant map on the boundary at. 

3.3. Topology Near a Single Critical Point 

We fix a single critical point P in some stratum S(v)c Ivl of the arrangement 
and set a= f(p). Let N be an affine subspace of JR" which is complementary 
to lvi, and which meets Ivl transversally at the point p. Choose N so that 
df(p)(N)*O. Define F: JRn~JR to be the affine function F(x)=f(p)+df(p)(x 
- p). Choose 0< t: ~ 15 ~ 1 in accordance with Part I, Sect. 3.9, i.e., first choose 

15 > ° so small that the closed ball of radius 15, Bb(P) intersects only those flats 
Iwl for which w2::v, and so that the boundary aBb(p) is transverse to the flats 
Nnlwl. Then choose t:>0 so small that FI(NnBb(p)) has no critical values 
in the interval [a-t:, a+t:], except for the single critical value a. Recall that 
the link L of the point p is the space 

L=M nN noBb(p). 

We shall also be considering the .0P-filtration of the sphere, 

which is given by the intersections with the flats. The upper halflink and its 
boundary are defined by: 

(t+, at+)=(Bb(p), aBb(p))nM nN nF- 1 (a+t:). 

We shall also consider the closure of the upper halflink, 

(7+, a7+)=(N nBb(p)nF- 1 (a+t:), N naBb(p)nF- 1 (a+t:)) 

and the" embedded" halflink, 

(L+, aL+)=(LnF- 1 [a, a+t:], LnF-l(a)) 

(P, ap)=(LnF- 1 [a, a+t:], LnF-1(a+t:)). 

Recall that in Part I, Sect. 3.10 we found a stratification preserving homeomor
phism between (1+, a1) and (P, aL+) which restricted to a homeomorphism 
between (t+, at) and (L+, aL+). This is illustrated in the following two diagrams 
of M =JR2 - three lines through the origin. The origin is treated as an isolated 
singularity and the upper halflink t+ is the solid line on the left hand diagram, 
while the embedded halflink L + (i.e., the upper half of the link) is the solid 
semicircle in the right hand diagram. F is the height function. 
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The upper halflink and the embedded halflink 

Since Nand F are linear, t+ is itself the complement (in the disk 7+ of 
dimension n-d(v)-l) of an arrangement f!J= {Ain1+} of affine spaces whose 
partially ordered set of flats is just f!ll>v. 

3.4. The Involution 

Inversion through the point p is a distance preserving and f!ll-decomposition 
preserving involution on F- 1 (ex). It exchanges L + with L - and it restricts to 
an involution ,: aL+ -+ aL+. This gives rise (by means of the above homeomor
phism) to a &i-decomposition preserving involution ,: a7+ -+a1+ which takes 
at+ to ar. 

Proposition. Let '*: Hi(at+)-+Hi(at+) denote the map induced on homology 
by the involution " and let a*: Hi(t+, at+)-+Hi _1(at+) denote the connecting 
homomorphism. Then, '* a* =( _l)n-d(v)-l a*. 

Proof First we will show that ,* i* = i*, where i* is the cohomology restriction 
to the boundary, 

i*: H n- d(V)-i-1(1+, U~)-+Hn-i-d(v)-l(a7+, U~na1+). 

Recall from Sect. 2 that there are two &i>v-filtration preserving homotopy equiva
lences, 

where K (f!J) is the order complex of ~. (We are making a slight abuse of notation, 
because 1+ is a disk which is filtered by flat subdisks, rather than a Euclidean 
space which is filtered by affine subspaces.) Define aC(f!J) to be ¢ -1 (a7+) and 
consider the following diagram: 

K(91)~ c,r) -' ~ :[ 
K(~)~aC(f!J)~a1+ 
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Note that n I aC(qg) is a r-equivariant map, because n collapses each flat to 
a single point, while r preserves each flat. Thus, r n 1 = n 1. For every cohomology 
class ~EHn-i-d(v)-1(1+, Uqg) there is a class ~/EHn-i-d(v)-1(K(£Jl), K(qg<T» 
such that ~ = ¢* n* (~/), since ¢ and n are .'?f'-filtration preserving homotopy 
equivalences (and where ¢* denotes (¢*)-l). Therefore, 

r* i*(~) = r* i* ¢* n*(~/) = ¢* r* nf(~/) = ¢* nf(~/)= i* ¢* n*(~/) = i*(~). 

The proposition now follows from Poincare duality. The sign (_l)n-d(v)-1 is 
important: it is the degree of the antipodal map on the sphere a1 It enters 
in the commutativity of the second square in the following diagram, in which 
the vertical homomorphisms are the (relative) Poincare duality isomorphism 
(i.e., cap product with the fundamental class): 

H*(l+, Uqg) 
i· 

) H*(al, Uqg) 

jn,o I n[ol) 

o. .I-
H*(t~ at) ------> H*(at) 

To compute the sign we observe that for any ~EH*(al, U£Jl) we have, 

r* (~(\ cal]) = r* (r* r* ~ (\ cal]) = r* ~ (\ r* ([a 1] = ( _l)dim(ot)+ 1 r* (~) (\ [a 1]. 

3.5. The Morse Function is Perfect 

As in Sect. 3.3, we fix a critical point p in some stratum S(v) c Ivl and let 
a= f(p)E(a, b)cIR be the corresponding critical value. Suppose the closed inter
val [a, b] contains no critical values of f other than a. 

Theorem. The homology of the Morse data at p is given by: 

Hi(M 5,b' M 5, a) ~ Hn-d(v)-i-l (K (.'?f'> v), K(~v. d). 
Furthermore, the long exact sequence for the homology groups of the pair 
(M 5,b' M 5, a> breaks into a series of split short exact sequences, 

o ~ Hi(M 5, a) ~ Hi(M 5, b) ~ Hi(M 5,b' M 5, a) ~ o. 
Proof First note that p is a minimum for the function f I S(v), because f 

is the distance from a point and S(v) = Ivl is a flat. Thus, the Morse index 
A of f I S(v) is O. By Part I, Sect. 10.8, the space M <b can be obtained (up 
to homotopy) from the space M <a by attaching the pair (r, at+). (By Part I, 
Sect. 7.5, the upper halflink depends only on the differential df(p) and is indepen
dent of the normal slice which is used in its definition, so it can be obtained 
from an F-Ievel instead of from an f-Ievel, as in Sect. 3.3 above.) By Poincare 
duality and the homotopy equivalence of Sect. 2.3, we have 

Hi(M 5,b' M 5,a)~HM+, at+);::;Hn-d(V)-l-i(r, U£Jl) 

~W-d(v)-l-i(K(&»v), K(~v. T)). 
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It remains to show that the Morse function is "perfect", i.e., that the long 
exact sequence for the pair (M ,;;b, M ,;;a) splits into split short exact sequences. 
Consider the diagram which consists of the long exact sequences for the pairs 
(M ,;;b, M ,;;a) and (L, iJL+): 

The map fJ is given by fJ(x, y) = x and it restricts to an isomorphism 
Hi(t+, at+) --+ Hi(M ,;;b, M ,;;a). The involution ""[ acts on the bottom row and 
switches the two groups Hi(r, ar) and Hi(r, at-). 

Let ~EHi(M';;b,M,;;a), say ~=fJ(~'$O). Then a*(~IE9(-lt-d(V)""[(~'))=O by 
Sect. 3.3 above, so there is a class I]EHi(L) such that p(I])=~IE9(-lt-d(V)""[(~'). 
Consequently, pj(l]) = fJ 13(1]) = fJ(~' E9 ( -1)"-d(V) ""[(~')) =~, i.e., 13 is surjective. Care
ful examination of this argument shows that ~t--->~E9( _It-d(v) ""[(~) is actually 
a splitting of p. D 

3.6. Proof of Theorem A 

The Morse function f(x)=distance 2 (x, q) has a single critical point on each 
stratum S(lvl): it has a single critical point on each flat Ivl and the assumption 
that f is a Morse function implies that this critical point does not lie in any 
smaller flat Iwl (where w<v). The point q is also a critical point of f (which 
we associate to the top element TE&). By Theorem 3.5 (and induction), the 
homology group Hi(M) = Hi(lRn - U d) breaks into a sum (over the critical 
points of f) of the homology groups Hi(M ,;;b, M ,;;a) of the Morse data at each 
critical point. Except for the single critical point q, these groups are identified 
with certain cohomology groups of the order complex. In summary, 

Hi(M; Z)~ EBHn- d(V)-i-l(K(2I'>v), K(~v. T)); Z) 
VE&' 

where we have incorporated the contribution from the critical point q to the 
homology of M, by associating to the top vertex TE2I' the group Z = H- 1 (cjJ, cjJ) 
(i.e., the element T contributes a copy of Z in degree 0). D 
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3.7. Appendix: Geometric Cycle Representatives 

It is possible to give a more direct proof that the Morse function is perfect, 
and to give geometric cycle representatives of the homology classes, by using 
the map G: ]Rn~K(8P) which was defined in Sect. 2.5. 

Using the notation established in Sects. 3.4 and 3.5, we consider the long 
exact sequence for the pairs (N!b' N!J and (L, C), where N°=N nM nBo(p) 
is the normal slice through a single critical point P of the Morse function. 

--> Hi(M <a) --Hi(M <b) --Hi(M <b, M <a) --Hi - 1 (M <a)--> 
r - r - -r= - r -

--> Hi(C) -- Hi(L) -- Hi(L, C) -- H i- dC) --> 

= I 1= 
Hn-i-d(v)-l (L,~) Hi(r, ar) 

G·r r = 
Hn-i-d(V)-l(K(~), K(!36<T))~Hn-i-d(v)-I(r, U~) 

Since this diagram commutes, the homomorphism G* is a splitting of the long 
exact sequence. Thus, the Morse function is perfect. Furthermore, since K (~) 
is a simplicial complex, relative cohomology classes can be represented by simpli
cial "dual cells" ([G2J) in the first barycentric subdivision, K' (!36). But a relative 
cocycle ¢ in C* (K' (!36), K' (!36 < T)) is one whose support I ¢ I does not intersect 
the subspace K(!36<T). Therefore, G- 1 (1¢i) is the support of a geometric cycle 
in L which does not intersect U!36. We remark that since the map G is ,
equivariant, these cycles are ,-symmetric. 
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4.1. Geometric Lattice 

Recall that a partially ordered set Y' is a geometric lattice if 
(a) it has a unique minimal element, 0 
(b) for each VEY, all maximally ordered chains O=VO<v1 < ... <vp=v have 

the same number of elements, in which case we say the rank of v is p and 
we write p = r(v). 

(c) This function satisfies 

r(v /\ w) + r(v v w):-s; r(v)+ r(w) 

(d) every element is a join of elements of rank 1. 

N ow let d = {A 1, A 2 , ••• , Am} be an arrangement of affine subspaces of]R n 
and let f!lJ denote the corresponding poset of flats (ordered by inclusion and 
with a unique maximal element T corresponding to ]Rn). Suppose that there 
is a positive interger c such that each Ai has co dimension c in ]Rn and that 
each flat Ivl has a codimension which is a multiple of c. 

Proposition ([OSl]). For any VE&!, the poset Y'=(&!?v)"P is a geometric lattice, 
where "op" denotes the reverse partial ordering. 

Proof This poset has a unique minimal element 0 = T and a unique maximal 
element l=v. We set r(w)=(n-dimJR(lwl))!c. The equation 

dim (IW11 + IW21) + dim(lw11 n Iw21) =dim(lw11)+dim(lw21) 

becomes 
r(w1/\ w2)+r(w1 v w2)~r(wd+r(w2) 

since IW11+lw21 may not be a flat in the arrangement, but is contained in a 
smallest flat Iw1/\ w21. The elements of rank 1 are the atoms Ai which contain 
lvi, and every element is clearly a join of atoms. Finally, we observe that if 
IW11 c IW21 are flats and if IW11 = IW21 n Aj for some j, then 

codim (I w 11) ~ codim (I w 21) ~ codim (I w 11) - c. 

But we have assumed that both co dimensions are multiples of c, so either 
IWzl cA j or else 

codim (lw11) = co dim (IW2i) + c. 

Thus, property (b) is also satisfied. 0 
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4.2. Proof of Theorem B 

It is a theorem of Folkman [Fo] and Rota [Rol] that for any geometric lattice 
Y, with unique maximal element 1 and minimal element 0, and rank r:2: 2, 
the reduced homology of the order complex K (Sf") is given by 

if p=t=r-2 
if p=r-2 

where Sf" = Y - {O, 1} and r is the rank of Y, and f.1. denotes the Mobius function. 
We apply this to Y=(Y'"vtP and observe that K(Y')=K((Y'tP)=K(Y(v,T»)' 
Theorem B now follows from this identification and Theorem A (or, more direct
ly from Remark 2 of Sect. 1.5 following Theorem A). D 

4.3. Complements of Projective Spaces 

Consider the situation of Sect. 1.7, i.e., d = {A1' A 2 , ... , Ar} denotes a collection 
of real linear (projective) subspaces of projective space 1RlPn, Y' denotes the 
corresponding partially ordered set of flats, and to each VEY' we associate the 
dimension d(v)=dimJR(lvl). Let m be the dimension of the largest flat (or flats). 
Fix a (partial) flag of subspaces 

vn-mc v n- m+ 1 c ... C Vn+ 1 =1Rn+ 1 

(with dimJR (Vi) = i) so that each element of the associated flag of projective spaces 

lP(vn-m) c lP(vn-m+ 1) c ... c lP(1Rn+ 1)=1RlPn 

is transverse to each of the flats in the arrangement. Let ni: Vi_{O}-4IP(Vi) 
denote the canonical projection and choose linear functions 

i: V i -41R 

(for n - m + 1 ::; i ::; n + 1) so that ker (i) = Vi - 1. Define the following spaces: 

M =Mn + 1 =1RlPn- Ud 
Mi=M nlP(Vi) 

M i=ni- 1 (Mi)c Vi. 
The flats in Mi give a canonical stratification of Vi, which we refine (if necessary) 
by demanding that the origin be a zero-dimensional stratum. It follows that 
i: Vi -41R is a Morse function for this stratification, and it has a single critical 
point at the origin. 

Lemma 1. The projection ni: Mi -4 Mi induces an isomorphism on homology, 

Hj((M;)"e> (Mi)" -.) ~HiC;+, ac;+)~ Hj(Mi, M i- 1 ) 

where C;+ denotes the upper halflink of the stratum {O}. 

Proof of Lemma 1. Let Li=MinB,,(O) denote the link of the critical point 
O. Thinking of f as a Morse function on Mi c Vi (with a single critical point 
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of index 0), by Part I, Sects 3.7 and 3.11 the local Morse data for f is equal 
to the normal Morse data for f, which is 

(t;+, ot;+)~(Li, oLi) 

where (see Sect. 3.3) Li eLi is the "embedded halflink", 

(Li, oLi)=(Li n.t;-l [0, ex)), Li n Vi-l). 

However, the map ni: Li -+ Mi identifies antipodal points, takes oLi to M i- l , 
and induces a homeomorphism of the quotient spaces, Li /oLi and 
M/Mi - l • D 

Lemma 2. The long exact homology sequence (with 71/(2) coefficients) for 
the pair (M;, M i- l ) splits into short exact sequences, 

0-+ Hj(Mi- 1 ; 71/(2)) -+ Hj(Mi; 71/(2)) -+ Hj(Mi, M i- l ; 71/(2)) -+ O. 

Proof of Lemma 2. We wish to show that the boundary homomorphism 

0*: HiMi' M i- l ; 71/(2)) -+ H j- 1 (Mi- 1 ; 71/(2)) 

is zero. The projection ni: £Ii -+ Mi takes oLi to M i- 1 • Thus, we have a commu
tative diagram 

8. 

-~ Hir ~ Hi(l:'j:Lil -----> Hj-lj:Lil 
8. 

------> Hj(Mi) -----> Hj(Mi, M i- 1 ) -----> H j- l (Mi- l ) ---+ 

It suffices to show that n*o*: HiLi, oLi; Z/(2))-+Hj - l (M i - l ; 71/(2)) is zero. 
If ~EHj(Li, oLi) then, by Proposition 3.4 we have 

r * 0 * ( ~) = ( - l)i - 1 0 * ( ~). 

Since n* r * = n*, we have for i even, 

n* o*(~)=n* r*o*(~)= -n* o*(~) 

so n* o*(~)=O. On the other hand, for i odd, o*(~) lies in the 71/(2)-invariant 
homology of H j_ doLi). It follows from standard arguments that n* o*(~) is 
o (mod 2). (For example, using an equivariant triangulation of oLi, it is possible 
to find a chain y so that o~=y±r(y) and so that r(oy)=-oy.1t follows that 
n*(~)=2n*(y).) D 

4.4. Proof of Theorem C 

For each i, the subspace lP(Vi) is transverse to the flats in the arrangement 
d. Therefore, the partially ordered set ~i) of flats in the induced arrangement 
d n lP(Vi) is the same as the partially ordered set f!J> of flats in the arrangement 
d, except that all elements VE!1J with d (v) S n - i have been omitted. This partial
ly ordered set ~i) also coincides with the partially ordered set of flats for the 
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induced arrangement 7ri- 1 (d n Vi) nl; -1 (s). By Lemma 1 and Lemma 2 above, 
Hj(M; Zj(2)) is a sum, 

n+1 n+1 

i=n-m i=n-m+l 

since Mn_m=IRIPn-m-1 and M n - m - 1 =4>. 
The remaining homology groups Hj(t/, at;+) are identified by Poincare dual

ity with 
H.(t,+ at,+)=Hi-j-1([,+ Udn[,+) 

J I' I 1 , 1 

=Hi- j-1 (V; nl;-l (s), V; nl; -1 (s) n 7ri-1 (U d)). 

Which is identified (by the homotopy equivalence if Sect. 2.3) with 

Hi - j - 1 (K ([Jji(i»), K ([Jji!!~)). 

To simplify this formula, we define 

[Jji(U) = {VE[Jji I d{v)~u} 

and set i=n-u+ 1 to obtain 

m 

Hj(M) ~ EB Hn- u - j(K([Jji(U»), K([JjilU~)) EB HiIRIPn-m-1). 
u=o 

4.5. Proof of Theorem D 

This proof is parallel to Sects. 4.3 and 4.4, so we will only sketch it here. Choose 
generic complex subspaces vn-mcvn-m+1c ... cvn+1=<cn+1, with diIll<[:{Vi) 
= i, and let 7ri: Vi - {O} -+ IP d Vi) denote the projection. Let M = M n + 1 = <CF 
-Ud, Mi=MnIPdVi), and Mi=7ri-1(MJ Choose complex linear functions 
F;: Vi -+ <C so that ker (F;) = Vi -1, and let I; = Re (F;): Vi -+ IR denote the Morse 
function on Mi. 

Lemma 1. The projection 7ri: Mi -+ Mi induces an isomorphism on homology, 

H j+ d{MJ"o (MJ" -E) ~ H j{2'i' a2'J ~Hj(Mi' M i- 1) 

where 2'i denotes the complex link of the singular point {O} in Mi. 

Proof of Lemma 1. By Part II, Sect. 3.2 the local Morse data for f is 

{t;+, at;+)={2'i' a2'J x (1, aJ) 

where I denotes the unit interval. Furthermore, by Part II, Sect. 2.3.5, the pair 
(2'i' a 2'J can be realized as the pair 

(2'i' a2'i) = Mi n aBb(O) n (F;-1 (IR +), Fi-1(O)) 

from which it follows that the quotient space 2' Ja2'i is homeomorphic to the 
quotient space MJMi- 1· D 
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Lemma 2. The long exact homology sequence (with 7L coefficients) for the 
pair (M;, M; -1) splits into short exact sequences. 

Proof of Lemma 2. This follows from the same method as Lemma 2 of Sect. 
4.3, but we replace L; by g;; in the commutative diagram, observing that there 
is still an involution, on ag;;, that n, = n, and that dimlR (ag;;) is odd. 0 

Summary. By the method of Sect. 4.4, we have a direct sum decomposition 

n+1 n+1 

i=n-m i=n-m-l 

By Poincare duality and the homotopy equivalence of Sect. 2.3, we have 

Hj(g;;, ag;;) =H2 ;-2 - j(!l';, !l'; n U d) = H 2 ;- 2 - j(K(£?l{i))' K(£?l{i)) < T) 

where £?l{i)={VEqJ I di~(lvl»n-i}. As in Sect. 4.4, define 

qJ(u) = {VE2l' I di~(lvl);:::: u}. 

Then setting i = n - u + 1 gives 

m 

Hj(M) = E8 H 2n - 2u - j(K(qJ(u)), K(qJ~uj.)) EB Hj(<ClPn-m-l). 0 
u=o 



Chapter 5. Examples 

5.1. The Local Contribution May Occur in Several Dimensions 

Consider the central arrangement d in lR 3 which consists of the coordinate 
hyperplanes and a skew line t through the origin, as illustrated in the following 
pictllre. 

Let M = lR 3 - U d. The partially ordered set of flats is the following: 

T 
rank 3 

rank 2 

rank 1 

rank 0 
0 

It consists of one vertex T (of rank 3) representing lR 3 , three vertices (of 
rank 2) representing the coordinate planes, four vertices (of rank 1) representing 
the three coordinate axes and the skew line t, and a single vertex of rank 0 
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representing the origin. Seven of the elements in this partially ordered set contrib
ute a single copy of 7l to the homology group Ho(M) of degree O. The flat 
corresponding to t contributes a single copy of 7l to the homology group H 1 (M). 
However, the flat corresponding to the origin contributes copies of 7l to both 
Ho(M) and Hl(M). 

5.2. On the Difference Between Real and Complex Arrangements 

If d is an arrangement of complex subspaces of (Cn, then the homology of 
(Cn - U d may be computed by applying our formula for the real arrangement, 
which is obtained from d by forgetting the complex structure. The partially 
ordered set fJ)! of flats corresponding to this real arrangement will necessarily 
have a ranking function d which takes only even values. On the other hand, 
not every real arrangement of linear spaces with even-dimensional flats can 
be realized as the underlying set of a complex arrangement, as the following 
example shows: consider Pappus' configuration of complex lines in (C2, i.e., 
choose 2 complex lines P and Q in (C2. Then, choose three points (Plo P2' P3) 
on P and three points (qlo q2' q3) on Q. Join Pi with qj for each i=t=j and 
let 11, 12, and 13 denote the points of intersection: 

Recall that Pappus' theorem says that the intersection points 11, 12, and 13 
lie on a complex line, i.e., any complex line through 11 and 12 must also contain 
the point 13 • However, unless these points are (real)-collinear, there will exist 
many real two-dimensional planes which contain 11 and 12, but not 13. So 
if we include such a plane in the configuration, we will have an arrangement 
of (real) even-dimensional flats which cannot be realized as the underlying set 
of an arrangement of complex spaces. (It is easy to guarantee that the intersection 
points 11, 12, and 13 are not real-collinear. For example, take the two complex 
lines P and Q to be parallel, take the points Pi and qi to correspond under 
parallel translation, but choose them so that Pl' P2' and P3 are not collinear 
within P.) 

It would be interesting to find a characterization of those partially ordered 
sets with even valued ranking functions which arise from complex arrangements. 
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