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Preface

In recent years, intersection homology and perverse sheaves have become indis-
pensable tools for studying the topology of singular spaces. This book provides a
gentle introduction to these concepts, with an emphasis on geometric examples and
applications.

Part of the motivation for the development of intersection homology is that
the main results and properties of manifolds (such as Poincaré duality, existence
of multiplicative characteristic class theories, Lefschetz-type theorems and Hodge
theory for complex algebraic varieties, Morse theory, etc.) fail to be true for singular
spaces when considering usual homology. Intersection homology was introduced
by M. Goresky and R. MacPherson in 1974 for the purpose of recovering such
properties and results when dealing with singular spaces.1

The first part of these notes provides an elementary introduction of intersection
homology and some of its applications. We first recall the results and main
properties in the manifold case and then show to what extent the intersection
homology allows to recover these properties in the singular case. The guiding
principle of these notes is to provide an explicit and geometric introduction of the
mathematical objects that are defined in this context, as well as to present some of
the most significant examples.

The basic idea of intersection homology is that if one wants to recover classical
properties of homology (e.g., Poincaré duality) in the case of singular spaces, one
has to consider only cycles that meet the singularities with a controlled defect of
transversality (encoded by a perversity function). This approach is explained in
Chapter 2. As an application of Poincaré duality, in Chapter 3, we explain how
the duality pairing on the middle-perversity intersection homology groups and its
associated signature invariant can be used to construct characteristic L-classes in
the singular setting.

1In fact, according to [129], Goresky and MacPherson were initially seeking a theory of
characteristic numbers for complex analytic varieties and other singular spaces.
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One of the most important (and intriguing) properties of intersection homology
is the local calculus. In fact, this is what distinguishes intersection homology theory
from classical homology theory, in the sense that intersection homology is not a
homotopy invariant. The local calculus also provides the transition to sheaf theory
and motivates the second part of these notes, which presents a sheaf-theoretic
description of intersection homology.

A second definition of intersection homology makes use of sheaf theory and
homological algebra, and it was introduced by Goresky and MacPherson in [83],
following a suggestion of Deligne. In Chapters 4 and 5, we develop the necessary
background on sheaves needed to define Deligne’s intersection cohomology com-
plex, whose (hyper)cohomology computes the intersection homology groups. This
complex of sheaves, introduced in Chapter 6, can be described axiomatically in
a way that is independent of the stratification or any additional geometric structure
(such as a piecewise linear structure), leading to a proof of the topological invariance
of intersection homology groups.

In complex algebraic geometry, the middle-perversity Deligne intersection coho-
mology complex is a basic example of a perverse sheaf. Perverse sheaves are
fundamental objects at the crossroads of topology, algebraic geometry, analysis,
and differential equations, with notable applications in number theory, algebra, and
representation theory. For instance, perverse sheaves have seen striking applications
in representation theory (proof of the Kazhdan–Lusztig conjecture, proof of the
fundamental lemma in the Langlands program, etc.), and in geometry and topology
(the BBDG decomposition theorem). They also form the backbone of Saito’s mixed
Hodge module theory. However, despite their fundamental importance, perverse
sheaves remain rather mysterious objects. After a quick introduction of the theory
of constructible sheaves in complex algebraic geometry (Chapter 7), we present a
down-to-earth treatment of the deep theory of perverse sheaves (Chapter 8), with
an emphasis on basic geometric examples. Of particular importance here is Artin’s
vanishing theorem for perverse sheaves on complex affine varieties, which plays an
essential role in proving the Lefschetz hyperplane section theorem for intersection
homology in the subsequent chapter.

Chapter 9 is devoted to what is usually referred to as the “decomposition
package,” consisting of Lefschetz-type results for perverse sheaves and intersection
homology (Sections 9.1 and 9.2), as well as the BBDG decomposition theorem
(Section 9.3). The Beilinson–Bernstein–Deligne–Gabber decomposition theorem
is one of the most important results of the theory of perverse sheaves, and
it contains as special cases some of the deepest homological and topological
properties of algebraic maps. Since its proof in 1981, the decomposition theorem
has found spectacular applications in algebraic topology and geometry, number
theory, representation theory, and combinatorics. In Section 9.3, we give a brief
overview of the motivation and the main ideas of its proof and discuss some of
its immediate consequences. Furthermore, in Section 9.4, we sample several of the
numerous applications of the decomposition package. We begin with a computation
of topological invariants of Hilbert schemes of points on a surface and then move to
combinatorial applications and overview Stanley’s proof of McMullen’s conjecture
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(about a complete characterization of face vectors of simplicial polytopes) as well as
Huh–Wang’s recent resolution of the Dowling–Wilson top-heavy conjecture (on the
enumeration of subspaces of a projective space generated by a finite set of points).

In Chapter 10, we indicate several applications of perverse sheaves to the study of
local and global topology of complex hypersurface singularities. In Section 10.1, we
give a brief overview of the local topological structure of hypersurface singularities.
Global topological aspects of complex hypersurfaces and of their complements
are discussed in Section 10.2 by means of Alexander-type invariants inspired by
knot theory. The nearby and vanishing cycle functors, introduced in Section 10.3,
are used to glue the local topological data around singularities into constructible
complexes of sheaves. We also discuss here the interplay between nearby/vanishing
cycles and perverse sheaves. Very concrete applications of the nearby and vanishing
cycles are presented in Section 10.4 (to the computation of Euler characteristics
of complex projective hypersurfaces), in Section 10.5 (for obtaining generalized
Riemann–Hurwitz-type formulae), and in Section 10.6 (for deriving homological
connectivity statements for the local topology of complex singularities).

Chapter 11 gives a quick introduction of Saito’s theory of mixed Hodge
modules, with an emphasis on concrete applications to Hodge-theoretic aspects of
intersection homology. Mixed Hodge modules are extensions in the singular context
of variations of mixed Hodge structures and can be regarded, informally, as sheaves
of mixed Hodge structures. Section 11.1 reviews some of the main concepts and
results from the classical mixed Hodge theory, due to Deligne. In Section 11.2,
we discuss the basic calculus of mixed Hodge modules and discuss some basic
examples. In Section 11.3, we explain how to use Saito’s mixed Hodge module
theory to construct mixed Hodge structures on the intersection cohomology groups
of complex algebraic varieties and, respectively, of links of closed subvarieties.
We also show that the generalized Poincaré duality isomorphism in intersection
homology is compatible with these mixed Hodge structures.

Each of the main actors of these notes, namely, intersection homology, perverse
sheaves, and mixed Hodge modules, is at the center of a large and growing
subject, touching on many aspects of modern mathematics. As a consequence,
there is a vast research literature. In the Epilogue, we provide a succinct summary
of (and references for) some of the recent applications of these theories (other
than those already discussed in earlier chapters) in various research fields such
as topology, algebraic geometry, representation theory, and number theory. This
list of applications is by no means exhaustive but rather reflects the author’s own
research interests and mathematical taste. While the discussion will be limited to a
small fraction of the possible routes the interested reader might explore, it should
nevertheless serve as a starting point for those interested in aspects of intersection
homology and perverse sheaves in other areas than those already considered in
the text.

This book is intended as a broadly accessible first introduction to intersection
homology and perverse sheaves, and it is far from comprehensive. In order to keep
the size of the material within a reasonable level, many important results are stated
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without proof (whenever this is the case, a reference is provided), while some of
their applications are emphasized. The goal of these notes is not necessarily to
introduce the readers to the general abstract theory but to provide them with a taste
of the subject by presenting concrete examples and applications that motivate the
theory. At the end of this journey, readers should feel comfortable enough to delve
further into more specialized topics and to explore problems of current research.
For more complete details and further reading, the interested reader is advised to
consult standard references such as [6, 15, 61, 75, 122, 214]. For a nice account on
the history of intersection homology and its connections with various problems in
mathematics, see [129]. For excellent overviews of perverse sheaves and their many
applications, the two ICM addresses [146] and [149], as well as the more recent
[51], are highly recommended. While the text presented here has a sizable (and
unavoidable) overlap with some of the above-mentioned references (especially on
background material and classical aspects of the theory), it also complements them
in terms of the range of applications and/or the level of detail.

Throughout these notes, we assume the reader has a certain familiarity with the
basic concepts of algebraic topology and algebraic geometry. While many of the
relevant notions are still defined in the text (often in the form of footnotes), the
novice reader is expected to consult standard textbooks on these subjects, such as
[91, 97, 98].

Acknowledgments These notes grew out of lectures given by the author at
the University of Illinois at Chicago; the University of Wisconsin-Madison; the
University of Science and Technology of China (USTC) in Hefei, China; and the
Chinese University of Hong Kong (CUHK). In particular, I would like to thank
my hosts, Xiuxiong Chen at USTC and Conan Leung at CUHK, for their excellent
working conditions. I also thank my students, colleagues, and collaborators for their
valuable feedback, and I thank Mr. Okan Akalin for helping me with drawing the
pictures. Special thanks go to Jörg Schürmann, Julius Shaneson, Sylvain Cappell,
Alex Dimca, Markus Banagl, Botong Wang, Yongqiang Liu, Greg Friedmann,
Shoji Yokura, Mark Andrea de Cataldo, and David Massey for many enlightening
discussions and for reading parts of earlier versions of the manuscript.

During the writing of this book I was partially supported by the Simons
Foundation Collaboration Grant #567077 and by the Romanian Ministry of National
Education, CNCS-UEFISCDI, grant PN-III-P4-ID-PCE-2016-0030.

Madison, WI, USA Laurenţiu G. Maxim
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Chapter 1
Topology of Singular Spaces: Motivation,
Overview

In this chapter, we overview the main results and properties of the (co)homology of
manifolds, and show in examples that these results fail to be true for singular spaces.
This motivates the use of intersection homology, which recovers the corresponding
results in the singular context.

Complex algebraic (or analytic) varieties are major examples of singular spaces,
and provide a convenient testing ground for topological theories. Most examples
considered here are complex algebraic/analytic varieties, regarded as topological
spaces with respect to their complex analytic topology.

1.1 Poincaré Duality

Manifolds have an amazing hidden symmetry, called Poincaré Duality, which
ultimately is reflected in the equality of ranks of (co)homology groups in comple-
mentary degrees. As we shall see in the examples below, singular spaces do not
possess such symmetry in general.

Before recalling the statement of Poincaré duality, we make a few definitions.

Definition 1.1.1 A topological n-manifold (without boundary) is a Hausdorff space
X such that for every x ∈ X, there is a neighborhood U of x homeomorphic to an
open ball in R

n. A compact topological manifold with no boundary is said to be
closed.

For an n-manifold, the local homology groups Hi(X,X − x;Z) at x ∈ X are
computed by excising the complement of a small neighborhood of x as follows:

Hi(X,X− x;Z) ∼= Hi(R
n,Rn − 0;Z)

∼= ˜Hi−1(R
n − 0;Z)

© Springer Nature Switzerland AG 2019
L. G. Maxim, Intersection Homology & Perverse Sheaves, Graduate Texts
in Mathematics 281, https://doi.org/10.1007/978-3-030-27644-7_1

1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-27644-7_1&domain=pdf
https://doi.org/10.1007/978-3-030-27644-7_1


2 1 Topology of Singular Spaces: Motivation, Overview

∼= ˜Hi−1(S
n−1;Z)

∼=
{

Z, i = n,

0, i �= n.

Definition 1.1.2 An orientation of a topological n-manifold X is a continuous
choice of a generator of Hn(X,X − x;Z), as x varies through X. If an orientation
exists, X is said to be oriented.

It is known that ifX is a closed, oriented, connected topological n-manifold, then
Hn(X;Z) = Z. The generator of this group is called the fundamental class of X,
and it is denoted by [X].

For stating the Poincaré duality isomorphism, we also need to recall the notion
of cap product on an n-manifold X, that is,

Ci(X)×Cn(X) �−→ Cn−i (X),

where Ci and Ci denote the (simplicial/singular) i-(co)chains on X with Z-
coefficients. The cap product is defined as follows: if a ∈ Cn−i (X), b ∈ Ci(X),
and σ ∈ Cn(X) then

a(b � σ) = (a � b)(σ ).

The cap product is compatible with the boundary maps, thus it descends to a map

Hi(X;Z)×Hn(X;Z) �−→ Hn−i (X;Z).

The following statement lies at the heart of algebraic and geometric topology. For
a modern proof see, e.g., [98, Section 3.3]:

Theorem 1.1.3 (Poincaré Duality) Let X be a closed, connected, oriented topo-
logical n-manifold with fundamental class [X]. Then capping with [X] gives an
isomorphism

Hi(X;Z) ∼=−→ Hn−i (X;Z),

for all integers i.

As a consequence of Theorem 1.1.3 one gets a non-degenerate pairing

Hi(X,C)⊗Hn−i (X;C) −→ C.

In particular, the Betti numbers of X in complementary degrees coincide, i.e.,

dimCHi(X;C) = dimCHn−i (X;C). (1.1)
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Poincaré’s original formulation of his duality statement was an equality of com-
plementary Betti numbers. His proof, involving dual triangulation, was given in
[196, 197]. Poincaré duality did not take on its modern form of Theorem 1.1.3
until the advent of cohomology in the 1930s, when Čech and Whitney invented
the cup and cap products and formulated Poincaré duality in these new terms; see,
for example, [58].

However, Poincaré duality fails in general for singular spaces, as the next
example shows.

Example 1.1.4 Let

X = {x0x1 = 0} ⊂ CP 2 = {[x0 : x1 : x2]}.
Topologically,

X = {x0 = 0} ∪ {x1 = 0}
is the union of two copies of CP 1 ∼= S2 intersecting at the point p = [0 : 0 : 1].
The point p is the unique singular point of X (this can be seen both algebraically
by solving for the critical points of the defining equation, as well as topologically
by noting that the local homology group H2(X,X − p;Z) at p is not Z; in fact,
H2(X,X − p;Z) ∼= Z ⊕ Z). Poincaré duality does not hold for X since, in the
notations of Figure 1.1, we get by a simple Mayer–Vietoris argument that:

H0(X;C) = C = 〈[a]〉 = 〈[b]〉, H1(X;C) = 0, H2(X;C) = C⊕C.

Note that [a] = [b] since there is a 1-chain δ ∈ C1(X) whose boundary is
∂δ = b− a.

Remark 1.1.5 One of the goals of this book is to introduce a new homology theory,
the (middle-perversity) intersection homology IH∗, which is a theory of “allowable
chains,” so that in the above example one has [a] �= [b] in IH0(X;C). It will then
follow that

IH0(X;C) = C⊕C = 〈[a], [b]〉

ba

P δ

Fig. 1.1 S2 ∨ S2
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a b

Fig. 1.2 S2 � S2

and

IH2(X;C) = C⊕C

(so at least the above obstruction to Poincaré duality shall be removed). In this new
theory, we do not “allow” 1-chains to pass through the singular point, so the 1-chain
δ connecting the 0-cycles [a] and [b] will not be allowed in the new theory.

Alternatively, in the above example we can normalize X (see Section 2.4 for a
definition), to get the normal space ˜X = S2 � S2, a disjoint union of two copies of
S2, with

H0(˜X;C) = H2(˜X;C) = C⊕C,

see Figure 1.2.
As it will be seen later on (in Chapter 2), in general the (middle-perversity)

intersection homology theory satisfies the following properties:

(a) If ˜X is a normalization of X, then

IH∗(X;Z) ∼= IH∗(˜X;Z).
(b) If X is a manifold (e.g., a nonsingular complex algebraic variety), then

IH∗(X;Z) ∼= H∗(X;Z).

In particular, if X is a (reduced) complex algebraic curve with normalization ˜X
(which in this case is nonsingular), then IH∗(X;Z) ∼= H∗(˜X;Z).

1.2 Topology of Projective Manifolds: Kähler Package

The cohomology of nonsingular complex projective varieties (also called complex
projective manifolds, in order to emphasize the use of complex topology) inherits
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additional properties from the complex algebraic structure. In addition to being a
vector space, each complex cohomology group is endowed with a Hodge structure,
which in turn imposes additional topological and analytical constraints on the
topological space itself.

Hodge Decomposition

Let X be a nonsingular complex projective variety of (complex) dimension n. Then
one has the Hodge decomposition, see [105] or [91]:

Hi(X;C) ∼= Hi
DR(X)

∼=
⊕

p+q=i
Hp,q(X),

where Hi
DR(X) denotes the de Rham cohomology of X, Hi(X;C) = Hi(X;R)⊗

C, and Hq,p(X) = Hp,q(X). More precisely, every element in the de Rham
cohomology Hi

DR(X) has a unique harmonic representative with respect to the
induced Fubini–Study metric (coming from a projective embedding), which can be
expressed as a sum of (p, q)-forms; in local coordinates z1, . . . , zn on X a (p, q)-
form can be written as

α · dzi1 ∧ dzi2 ∧ · · · ∧ dzip ∧ dz̄j1 ∧ · · · ∧ dz̄jq ,

with α a smooth function and i1 < . . . < ip, j1 < . . . < jq . This Hodge
decomposition ofHi(X;C) is independent of the choice of the Fubini–Study metric,
i.e., of the choice of a projective embedding. We say that Hi(X;C) has a pure
Hodge structure of weight i. (See Section 11.1 for more background on Hodge
theory.)

An important consequence of the existence of Hodge structures on the cohomol-
ogy of complex projective manifolds is the following:

Corollary 1.2.1 The odd Betti numbers of a complex projective manifold are even.

Example 1.2.2 Let X be the variety

X = {x3
0 + x3

1 = x0x1x2} ⊂ CP 2.

The singular locus of this complex projective variety is

Sing(X) = {P = [0 : 0 : 1]}.

In the notations of Figure 1.3, we have

H1(X;C) = C = 〈[η]〉,
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P

η

δ

Fig. 1.3 X

where η is a longitude in X. Note that the meridian δ is a boundary in X, so its
homology class vanishes. As the first Betti number of X is odd, there cannot exist a
Hodge decomposition for H 1(X;C).

Remark 1.2.3 In the new theory IH∗ of allowable chains on the space X of
Figure 1.3, 1-cycles are not allowed to go through the singular point P , but 2-cycles
are allowed, so [δ] = 0 in IH1(X;C). Therefore,

IH1(X;C) = 0.

In particular, the first intersection homology Betti number ofX is even, so the above
obstruction to the existence of a Hodge structure on IH1(X;C) is removed.

Remark 1.2.4 As it will be seen later on in Chapter 11, the (middle-perversity)
intersection (co)homology groups of a (possibly singular) complex projective
variety have pure Hodge structures. On the other hand, it is known that the usual
cohomology of a singular complex algebraic variety carries Deligne’s mixed Hodge
structure.

Lefschetz Hyperplane Section Theorem

Let Xn ⊆ CPN be a nonsingular complex projective variety of complex dimension
n, and let H be a generic hyperplane in CPN . The Lefschetz hyperplane section
theorem asserts that the homomorphism

Hi(X;C) −→ Hi(X ∩H ;C)
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induced by restriction is an isomorphism for i < n− 1, and it is injective if i =
n− 1. It was originally proved by Lefschetz [139], and recast by Andreotti–Frankel
[2] using Morse theory (see also [178, Section 7]).

As the next example shows, the Lefschetz hyperplane section theorem fails to be
true in general for singular complex projective varieties.

Example 1.2.5 Let X = CP 2 ∪CP 2 ⊂ CP 4 = {[x0 : x1 : · · · : x4]}, where the
two copies of CP 2 in X meet at a point. Algebraically,

X = {xixj = 0 | i ∈ {0, 1}, j ∈ {3, 4}},
with Sing(X) = {[0 : 0 : 1 : 0 : 0]}. A simple computation based on the Mayer–
Vietoris sequence yields that:

Hi(X;C) =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

C, i = 0,

0, i = 1,

C⊕C, i = 2,

0, i = 3,

C⊕C, i = 4.

If H is a generic hyperplane in CP 4, then X ∩H = CP 1 � CP 1 consists of two
disjoint copies of CP 1 ∼= S2 (see Figure 1.4), hence

Hi(X ∩H ;C) =
{

C⊕C, i = 0, 2,

0, otherwise.

Notice that for n = 2 and i = 0, we have that:

H 0(X;C) = C � C⊕C = H 0(X ∩H ;C),

so the Lefschetz hyperplane section theorem does not hold for the singular variety
X of this example.

H
P1

C P1
C

P2
C P2

C

Fig. 1.4 X
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Remark 1.2.6 The Lefschetz hyperplane section theorem implies the connectedness
of a generic hyperplane section in dimension n ≥ 2. The previous example shows
that this property can also fail in the singular case.

Hard Lefschetz Theorem

Let X be a nonsingular complex projective variety of complex dimension n, and
let H be a generic hyperplane. The intersection X ∩ H yields a homology class
[X ∩H ] ∈ H2n−2(X;Z), and its Poincaré dual is a degree-two cohomology class,
denoted by [H ] ∈ H 2(X;Z). The Lefschetz operator is the map

L : Hi(X;C) �[H ]−→ Hi+2(X;C)

defined by taking the cup product with [H ]. Then the following important result
holds:

Theorem 1.2.7 (Hard Lefschetz Theorem) The map

Li : Hn−i (X;C) �[H ]i−→ Hn+i (X;C)

is an isomorphism, for all integers i ≥ 0.

The Hard Lefschetz theorem was initially formulated in [139] (first published in
1924), but so far no one has succeeded in making Lefschetz’s intuitive arguments
precise. The first complete proof of the Hard Lefschetz theorem has been given by
Hodge in his book [105] using harmonic differential forms (see also [91, Page 122]).

A simple consequence of Theorem 1.2.7 is the following symmetry of Betti
numbers (which can also be deduced from Poincaré duality):

Corollary 1.2.8 LetX be an n-dimensional nonsingular complex projective variety.
Then, for all i ≥ 0, we have

dimCH
n−i (X;C) = dimCH

n+i (X;C).

Another application of Theorem 1.2.7 is the unimodality of the Betti numbers of
an n-dimensional complex projective manifold X:

Corollary 1.2.9 The Betti numbers of a n-dimensional complex projective manifold
satisfy

dimCH
i−2(X;C) ≤ dimCH

i(X;C)

for i ≤ n/2.
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Proof Indeed, Theorem 1.2.7 implies that the map L : Hi−2(X;C) → Hi(X;C)
is injective in the desired range. ��
Example 1.2.10 In the previous Example 1.2.5, let n = 2 and i = 2. Then

H 0(X;C) = C � C⊕C = H 4(X;C),

so the Hard Lefschetz theorem fails for the singular space X. Poincaré duality also
fails for Example 1.2.5, as it can be easily seen from the above calculation of its
cohomology.

As it will be seen later on in Chapters 9 and 11, all these results continue to hold
true for singular complex projective varieties provided that cohomology is replaced
by the (middle-perversity) intersection cohomology.

In order to emphasize the importance of the Kähler package, we conclude
this introductory chapter with an interesting combinatorial application of the
unimodality of Betti numbers of complex projective manifolds (Corollary 1.2.9);
see [222] for the relevant references. Let X = Gd(C

n) be the Grassmann variety
of d-planes in C

n; this is a complex projective manifold of complex dimension
d(n− d). It was shown by Ehresmann (see also [91, Chapter 1, Section 5]) that the
odd Betti numbers of X are all zero (in fact, X has an algebraic cell decomposition
by complex affine spaces, so all of its cells appear in even real dimensions), whereas
the even Betti numbers are computed as

dimCH
2i (X;C) = p(i, d, n− d),

where p(i, d, n− d) is the number of partitions of the integer i into ≤ d parts, with
largest part ≤ n− d (i.e., partitions whose Young diagrams fit inside a d × (n− d)
box). In particular, Corollaries 1.2.8 and 1.2.9 imply that the sequence

p(0, d, n− d),p(1, d, n− d), · · · ,p(d(n− d), d, n− d)

is symmetric and unimodal. For more combinatorial applications of the unimodality
of (intersection homology) Betti numbers in the singular context, the reader is
referred to Section 9.4.



Chapter 2
Intersection Homology: Definition,
Properties

In this chapter, we introduce intersection homology from a chain-theoretic per-
spective (as originally developed by Goresky–MacPherson [81]). For a more
comprehensive account of this approach, the reader is advised to consult Friedman’s
book [75], as well as [15] and [6].

2.1 Topological Pseudomanifolds

Intersection homology can be defined for a wide class of singular spaces called
topological pseudomanifolds. Let us begin with a few definitions.

Definition 2.1.1 If L is a compact Hausdorff space, then the open cone on L is
defined as (Fig. 2.1)

c̊L = L× [0, 1)/L× {0}.

Definition 2.1.2 A topologically stratified space is defined by induction on dimen-
sion as follows:

(i) A 0-dimensional topologically stratified space is a countable set of points with
discrete topology.

(ii) For n > 0, an n-dimensional topologically stratified space is a Hausdorff
topological space with a filtration

X = Xn ⊇ Xn−1 ⊇ . . . ⊇ X1 ⊇ X0 ⊇ X−1 = ∅

by closed subspaces Xj , so that the following local normal triviality condition
is satisfied: if x ∈ Xj − Xj−1, there is a neighborhood Ux of x in X and a
compact n− j − 1 dimensional topologically stratified space L with a filtration

© Springer Nature Switzerland AG 2019
L. G. Maxim, Intersection Homology & Perverse Sheaves, Graduate Texts
in Mathematics 281, https://doi.org/10.1007/978-3-030-27644-7_2
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C

L

Fig. 2.1 c̊L

L = Ln−j−1 ⊇ . . . ⊇ L1 ⊇ L0 ⊇ ∅,

and a homeomorphism

φ : Ux → R
j × c̊L

such that φ takesUx ∩Xj+i+1 homeomorphically onto R
j × c̊Li when n− j −

1 ≥ i ≥ 0, and φ : Ux ∩Xj ∼−→ R
j × {x} is a homeomorphism.

Definition 2.1.3 In the above definition:

(i) L is called the link of the connected component of Xj − Xj−1 containing x.
(But see [75, Section 2.3] for a discussion around “the” link of a point.)

(ii) The connected components of Xj −Xj−1 are called j -dimensional strata of X.

As a consequence of Definition 2.1.2, one has the following:

Proposition 2.1.4 Let X be a topologically stratified space. Then, in the notations
of Definition 2.1.2, every nonempty Xj − Xj−1 is a j -dimensional topological
manifold, and X is locally normal trivial along the strata.

Remark 2.1.5 Up to homeomorphism, the link L of x ∈ X depends only on the
connected component of the stratum Xj −Xj−1 that contains x.

Remark 2.1.6 From a historical perspective, an old idea (already implicit in the
notion of a simplicial complex) was to study a singular space by decomposing it into
smooth pieces (the strata). Whitney [243, 242] was the first to point out that a good
stratification should satisfy certain regularity conditions along strata (the famous
“Whitney conditions (a) and (b)”). Topologically stratified spaces provide a purely
topological setting for the study of singularities, analogous to the more differential-
geometric theory of Whitney. They were introduced by Thom [232], who showed
(by using his first isotopy lemma) that every Whitney stratified space was also a
topologically stratified space, with the same strata. Another proof of this fact was
given by Mather [156].

Definition 2.1.7 A topological pseudomanifold of dimension n is a topologically
stratified space X with a filtration satisfying Xn−1 = Xn−2 and so that X −Xn−2
is dense in X. The collection of strata of X will be denoted by X, and it will be
referred to as a pseudomanifold stratification of X.
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P X

Fig. 2.2 Not a pseudomanifold

Example 2.1.8

1. Every manifold is a topological pseudomanifold.
2. The cone c̊M of a manifold M is a topological pseudomanifold when the

dimension of M is positive.
3. The wedge sum of two 2-spheres is a topological pseudomanifold.
4. Complex algebraic varieties admit Whitney stratifications (e.g., see [242, 233])

that, as already mentioned in Remark 2.1.6, make them into topologically
stratified spaces. Moreover, complex algebraic varieties of pure dimension are
topological pseudomanifolds (see [232, 156], and also [15, IV, Section 2]).

5. The open cone on three points is not a pseudomanifold.
6. A pinched torus with a central disc attached to it (see Figure 2.2) is not a

pseudomanifold.

2.2 Borel–Moore Homology

Before introducing intersection homology, we recall the definition of the locally
finite (Borel–Moore) homology, see [16]. This homology theory is relevant in
the context of Poincaré duality for non-compact spaces. Indeed, in the non-
compact case, Poincaré duality for an n-dimensional oriented manifold X yields
isomorphisms

Hi
c (X;Z) ∼= Hn−i (X;Z)

and

Hi(X;Z) ∼= HBM
n−i (X;Z),

where HBM∗ (X;Z) denotes the Borel–Moore homology of X, which will be defined
below.
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For ease of exposition, we will assume in this chapter that all spaces involved
have an underlying piecewise linear structure (but see Remark 2.3.12 below).

Definition 2.2.1 A piecewise linear (PL) space is a topological spaceX with a class
T of locally finite triangulations such that for any triangulation T of X in the class,
every subdivision of T lies again in T , and any two triangulations T , T ′ ∈ T have
a common refinement in T . (Think of a simplicial complex along with all possible
refinements.)

The advantage of having a whole class of triangulations is that every open set
U ⊂ X inherits a PL-structure. This fact will be convenient later on for constructing
sheaves. A map between PL-spaces (X, TX) and (Y , TY ), or a PL-map, is a map
X → Y for which there are triangulations TX ∈ TX and TY ∈ TY such that the
image of every simplex of TX lies inside a simplex of TY .

Assume for now that X is a piecewise linear (PL) pseudomanifold, namely it
is a PL-space with a pseudomanifold structure in the piecewise linear category
(i.e., X has a triangulation such that each Xj is a union of simplices and
all homeomorphisms in the definition of a pseudomanifold are piecewise linear
homeomorphisms). An important class of examples of such PL pseudomanifolds
is provided by complex quasi-projective varieties. Indeed, for any given Whitney
stratification of a complex quasi-projective variety X, there is a triangulation of X
compatible with the stratification (see, e.g., [80]).

If (X, T ) is a PL-space, the i-th homology group of X is defined by

Hi(X;Z) := Hi(C•(X)),

where C•(X) is the chain complex of piecewise linear (PL) chains on X, defined as

Ck(X) := lim−−−→
T ∈T

CTk (X).

Here the limit is over triangulations T of X of the sets CTk (X) of finite simplicial
k-chains in such a triangulation T . Similarly, we define

Ck((X)) := lim−−−→
T ∈T

CTk ((X)),

where we now consider locally finite chains ζ =
∑

σ

ζσ · σ ∈ CTk ((X)) with ζσ ∈ Z

and σ a k-simplex in T .1 The support of a (locally finite) chain ζ is defined as

1Recall that a formal linear combination ζ =
∑

σ

ζσ · σ of singular k-simplices in X is a locally

finite k-chain if for each x ∈ X there is an open neighborhood Ux of x in X such that the set

{ζσ | ζσ �= 0, σ−1(Ux) �= ∅}
is finite.
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|ζ | :=
⋃

ζσ �=0

σ ,

and it is a closed subset of X (by the local finiteness of T ).

Definition 2.2.2 The Borel–Moore homology (or homology with closed supports)
of X is defined as

HBM
i (X;Z) := Hi(C•((X))).

Remark 2.2.3 If X is compact, then CTi (X) = CTi ((X)) for every triangulation T
of X, so HBM

i (X;Z) = Hi(X;Z) for all i.

Remark 2.2.4 The Universal Coefficient Theorem (with field coefficients) yields
isomorphisms (e.g., see [98, Section 3.1])

Hi(X;C) ∼= Hi(X;C)∨

and

Hi
c (X;C) ∼= HBM

i (X;C)∨,

where −∨ denotes the operation of taking the dual of a vector space.

Remark 2.2.5 If X is a compactification of X with D = X − X, then it can be
shown that

Hi
c (X;Z) ∼= Hi(X,D;Z),

see (5.24) below. In particular, if ̂X is a one-point compactification of X by {∞},
then

Hi
c (X;Z) ∼= Hi(̂X, {∞};Z).

Similarly, for such spaces X, the Borel–Moore homology can be computed by:

HBM
i (X;Z) ∼= Hi(̂X, {∞};Z).

Example 2.2.6

HBM
i (Rn;Z) = Hi(S

n,∞;Z) = ˜Hi(S
n;Z) =

{

Z, i = n,

0, i �= n.
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2.3 Intersection Homology via Chains

Let X be an n-dimensional PL pseudomanifold. In particular,

(i) X is filtered by closed PL subsets satisfying

X = Xn ⊇ Xn−1 = Xn−2 ⊇ · · · ⊇ X0 ⊇ X−1 = ∅.

(ii) X−Xn−2 is dense in X.
(iii) X has locally a conical structure (in the normal direction to strata).

Let (C•((X)), ∂) be the chain complex of PL locally finite chains on X.

Definition 2.3.1 A PL i-chain ξ is transverse to the stratification of X if

dim( |ξ | ∩Xn−k) = i + (n− k)− n = i − k

for all k ≥ 2. Let Ctr• ((X)) denote the transverse locally finite PL chains.

As a precursor of intersection homology, McCrory [170, Theorem 5.2] proved
the following result.

Theorem 2.3.2 (McCrory)

Hi(C
tr• ((X))) ∼= Hn−i (X;Z).

Hence, if one could move every chain in X to make it homologous to a chain
transverse to the stratification, then Poincaré duality would hold. However, as seen
in Chapter 1, Poincaré duality fails for singular spaces, thus so does transversality.
For example, the longitude generator of the first homology group H1 of the pinched
torus (see Example 1.2.2) passes through the singular point, so it cannot be made
transversal to it.

In general, the cap product for an oriented PL pseudomanifold X is given by:

H n−i (X;Z) [X]
HBM
i (X;Z)

Hi(C
tr ((X))) Hi(C ((X)))

with [X] ∈ HBM
n (X;Z) the fundamental class of X (see Definition 2.3.16 below).

In this section, we follow [81] to define intersection homology groups inter-
polating between Hi(Ctr• ((X))) and Hi(C•((X))), i.e., factorizing the above map
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induced by the cap product. For this, one first needs to introduce a parameter
p that measures the deviation of chains from transversality, which Goresky and
MacPherson called a perversity. Associating to a perversity p a chain complex

ICp• ((X)) ↪→ C•((X)),

one gets a whole spectrum of groups IBMHp
i (X;Z) that, roughly speaking, range

from Hn−i (X;Z) (for p = 0) to HBM
i (X;Z) (for p = t , the top-perversity).

First, it is clear that in order to make up for the above-mentioned lack of
transversality in singular spaces, one needs to restrict how chains meet the singular
locus � = Xn−2 of X. A first natural condition to impose on a PL i-chain
ξ ∈ Ci((X)) with support |ξ | is that

dim(|ξ | ∩�) ≤ dim(|ξ |)− 2 = i − 2.

This condition says that every allowable i-chain must intersect the singular locus
� transversally. For two-dimensional PL pseudomanifolds (e.g., the pinched torus),
this suffices to define intersection homology. But for more complicated singularities,
intersection homology also takes into account the singularities within the singular
set and so forth, and hence additional intersection conditions are needed. These are
all encoded in what is called a perversity.

Definition 2.3.3 ([81]) A perversity p is a function p : Z(≥2) −→ N such that

(i) p(2) = 0;
(ii) p(k) ≤ p(k + 1) ≤ p(k)+ 1, for all integers k ≥ 2.

For the purpose of defining intersection homology, the input of a perversity function
is the (real) codimension of strata.

Example 2.3.4 The most common perversity functions are:

1. Zero-perversity: 0(k) = 0 for all k ≥ 2.
2. Top-perversity: t(k) = k − 2 for all k ≥ 2.
3. Lower-middle perversity: m(k) = � k−2

2 � for all k > 2.
4. Upper-middle perversity: n(k) = � k−2

2 � for all k > 2.

Definition 2.3.5 Two perversities p, q are called complementary if

p+ q = t .

Example 2.3.6 {0, t} and {m, n} are pairs of complementary perversities.

Definition 2.3.7 ([81]) Let Xn be an n-dimensional PL pseudomanifold with
filtration

X = Xn ⊇ Xn−1 = Xn−2 ⊇ · · · ⊇ X0 ⊇ ∅.
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A PL i-chain ξ ∈ Ci((X)) is called p-allowable if the following conditions hold for
all k ≥ 2:

(a) dim( |ξ | ∩Xn−k) ≤ i − k + p(k),
(b) dim( |∂ξ | ∩Xn−k) ≤ i − k − 1+ p(k).
Remark 2.3.8 The above definition uses Z-coefficients. Similar considerations
apply to arbitrary coefficients, e.g., a field.

Let ICpi ((X)) be the set of all p-allowable PL i-chains on X. The boundary
condition (b) is imposed so that one gets a chain subcomplex

(

ICp• ((X)), ∂
) ⊆ C•((X)).

Similarly, one defines ICp• (X) ⊆ C•(X), which are called p-allowable finite
chains.

Definition 2.3.9 ([81]) The perversity p intersection homology groups of X are
defined as:

IBMH
p
i (X;Z) : = Hi

(

ICp• ((X))
)

,

IH
p
i (X;Z) : = Hi

(

ICp• (X)
)

.

Remark 2.3.10 A locally finite version of intersection homology is convenient for
sheafification, while a finite version of intersection homology is convenient for
geometric intuition.

Remark 2.3.11 Here are some immediate observations based on the above defini-
tion of intersection homology:

1. If p ≤ q, then ICp• ⊆ IC
q• so there is an induced map

I (BM)H
p
i (X;Z)→ I (BM)H

q
i (X;Z)

for all i. (Here we use the notation I (BM)H to indicate that the statement holds
for both IBMH and IH .)

2. A PL i-chain ξ is dimensionally transverse to Xn−k if dim( |ξ | ∩Xn−k) ≤ i − k.
So, p(k)measures the deviation from dimensional transversality of a p-allowable
i-chain.

3. Elements of IC0•((X)) are dimensionally transverse to all strata. On the other
hand, ICt•((X)) consists of chains ξ satisfying only dim(|ξ | ∩ Xn−2) ≤
dim(|ξ |)− 2, and the same condition for ∂ξ .

4. A priori, the groups I (BM)H
p
i (X;Z) depend on the choice of a PL structure and

stratification. In fact, as we will see later on (Chapter 6), they are independent of
such choices.
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5. The definition of intersection homology groups does not use the cone-like
structure of pseudomanifolds. Indeed, one can define intersection homology
groups for any filtered PL space. The pseudomanifold structure is used to
show that the intersection homology groups are topological invariants (not just
invariants of the filtration).

6. IfX is compact, then IBMHp∗ (X;Z) = IH
p∗ (X;Z) for every perversity function

p.
7. If X is manifold, then I (BM)H

p∗ (X;Z) = H
(BM)∗ (X;Z) for every perversity p.

Remark 2.3.12 A singular version of intersection homology was developed by
King [127] as follows (see also [75, Section 3.4] for a detailed account): a p-
allowable singular i-simplex on X is a singular i-simplex σ : i −→ X satisfying

σ−1(Xn−k −Xn−k−1) ⊆ (i − k + p(k))-skeleton of i

for all k ≥ 2. A singular i-chain is p-allowable if it is a (locally finite) combination
of p-allowable singular i-simplices. In order to form a subcomplex of p-allowable
chains, one needs to also ask, just as in the simplicial context, that boundaries of
p-allowable singular chains are p-allowable. King showed that the corresponding
singular intersection homology groups, i.e., the homology groups defined by the
complex of (locally finite) p-allowable singular chains with p-allowable boundaries,
coincide with the ones defined by using simplices, provided X has a PL structure.
So one can define intersection homology for topological pseudomanifolds, inde-
pendently of PL structures. In this text, we will freely make use of both versions,
and it should be clear from the context which version is used. However, as we
will see in Corollary 6.3.10, intersection homology groups are independent of the
underlying PL structure. So there is no harm in assuming tacitly for now that our
pseudomanifolds have underlying PL-structures. Such an assumption will often
simplify the exposition.

Remark 2.3.13 Unlike homology, intersection homology computed on a fixed
triangulation is not preserved by simplicial subdivision. Nevertheless, intersection
homology groups of a PL pseudomanifold X can still be computed simplicially, but
with respect to a full triangulation T of X, i.e., there are group isomorphisms

I (BM)Hi(X;Z) ∼= I (BM)HT
i (X;Z),

with I (BM)HT
i (X;Z) denoting the (locally finite) simplicial intersection homology

groups corresponding to the full triangulation T , see [151, Appendix], or the more
recent [75, Theorem 3.3.20]. Such full triangulations of a PL filtered space always
exist, e.g., see [75, Lemma 3.3.19].

Let us now apply the definition of intersection homology on an easy example.

Example 2.3.14 Let X := �(S1 � S1) be the suspension on a disjoint union of two
circles, see Figure 2.3. Denote the two circles by A and B, with points a ∈ A and
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B
b a

A

Fig. 2.3 X = �(S1 � S1)

b ∈ B. As in Figure 2.3, denote by cone(a) (resp., cone(b)) the path joining a (resp.,
b) to the top suspension point, and let susp(a) (resp., susp(b)) denote the geodesic
path joining the two suspension points, which passes through a (resp., b). Denote
by susp(A), susp(B) the two 2-spheres obtained by suspending the circles A and,
resp., B. Then the homology groups of X are computed as:

1. H0(X;Z) = Z = 〈[a]〉 = 〈[b]〉, since ∂(cone(a)− cone(b)) = b− a.
2. H1(X;Z) = Z = 〈[susp(a)− susp(b)]〉.
3. H2(X;Z) = Z⊕Z = 〈[susp(A)], [susp(B)]〉.
Note that X can be considered as a pseudomanifold X = X2 ⊃ X0, where X0
consists of two singular (suspension) points. To calculate intersection homology
with, say middle-perversity m, consider

ICm0 (X) =
{

ξ0 ∈ C0(X) : dim( |ξ0| ∩X0) ≤ 0− 2+m(2) = −2
}

,

so 0-chains are not allowed to intersect X0. Similarly, one can see that 1-chains are
not allowed to intersect X0. Also,

ICm2 (X) =
{

ξ2 ∈ C2(X) :
dim( |ξ2| ∩X0) ≤ 2− 2+m(2) = 0,

dim( |∂ξ2| ∩X0) ≤ 2− 2− 1+m(2) = −1

}

so 2-chains can intersect X0, but their boundaries cannot. Therefore,

1. IHm
0 (X;Z) = Z⊕ Z = 〈[a], [b]〉, since the 1-chain cone(a)− cone(b) (which

passes through X0) is not allowed.
2. IHm

1 (X;Z) = 0, since the 1-chain susp(a) − susp(b) is not allowed and
cone(A), cone(B) are allowed 2-chains whose boundaries do not intersect X0,
so A and B are boundaries of intersection chains.

3. IHm
2 (X;Z) = Z⊕Z = 〈[susp(A)], [susp(B)]〉.
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Exercise 2.3.15 Calculate the middle-perversity intersection homology groups
IHm

i (�T
2;Z) of the suspension �T 2 of a torus.

Definition 2.3.16 A PL pseudomanifold Xn is said to be orientable if for some
triangulation T of X, one can orient each n-simplex so that the n-chain with
coefficient 1 ∈ Z for each n-simplex with the chosen orientation is an n-cycle.
A choice of such an n-cycle is called an orientation for X, and its homology
class [X] ∈ HBM

n (X;Z) is the fundamental class of X. Equivalently, a PL
pseudomanifold Xn is orientable (resp., oriented) if X−Xn−2 is.

Proposition 2.3.17 Let X be an n-dimensional PL oriented pseudomanifold with
orientation class [X]. Then, the cap product map

� [X] : Hn−k(X;Z) −→ HBM
k (X;Z)

factors as

H n−k(X;Z) [X]
HBM

k (X;Z)

IBMH 0
k (X Z) IBMH

p
k (X Z) IBMHt

k(X Z)

for every perversity function p.

Proof If p ≤ q (as integer-valued functions), one has an inclusion ICpi ⊆ IC
q
i , and

hence an induced map IBMHp
i → IBMH

q
i . Clearly, ICti ⊂ Ci , which gives rise to

IBMHt
i −→ HBM

i . It remains to look at

� [X] : Hn−k(X;Z) −→ IBMH 0
k (X;Z).

For this, we claim that

Image
(

� [X] : Cn−k(X)→ Ck((X))
) ⊂ IC0

k ((X)).

Let T be a triangulation of X with barycentric subdivision T ′. For every simplex
σ in T , denote by σ̂ its barycenter. For an (n− k)-simplex σ in T , define the cochain
1σ ∈ Cn−kT (X) by

1σ (σ
′) =

{

0 if σ ′ �= σ ,

1 if σ ′ = σ .
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A

B

C

E

F

σ̂

σ

Fig. 2.4 Dual block of σ

Let DX(σ) be the dual block of σ , that is,

DX(σ) = {τ ∈ T ′ | τ ∩ σ = {σ̂ }}.

DX(σ) is a k-dimensional subcomplex of T ′.2
The geometric interpretation of the cap product is that it maps the cochain 1σ to

the dual block DX(σ), i.e.,

1σ
�[X]�−→ DX(σ).

A direct computation then shows that DX(σ) ∈ IC0
k ((X)) ⊆ CT

′
k ((X)), thus

finishing the proof. ��
Let X be a pseudomanifold of even (real) dimension n = 2m (e.g., an m-

dimensional complex algebraic variety) with only one isolated singular point x.
Then X has a pseudomanifold stratification

X = X2m ⊃ X0 = {x}.

The (middle-perversity) intersection homology of such a space is computed as in
the following result.

2In the notations of Figure 2.4, σ = AB, σ̂ = C, and DX(σ) = EC ∪CF .
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Proposition 2.3.18 Let X be an n = 2m-dimensional pseudomanifold with only
one isolated singular point x. Then,

IHm
i (X;Z) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

Hi(X;Z), i > m,

Image(Hm(X− x;Z) −→ Hm(X;Z)), i = m,

Hi(X− x;Z), i < m.

Before giving the proof of Proposition 2.3.18, let us apply it on some concrete
examples.

Example 2.3.19 Let X be the pinched torus of Figure 2.5, with singular (pinch)
point x. Then X − x is homotopy equivalent to a circle S1, and the generator of
H1(X − x;Z) is a boundary in X, hence it maps to 0 in H1(X;Z). By the above
proposition, it follows that

IHm
i (X;Z) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

Z, i = 2,

0, i = 1,

Z, i = 0.

Example 2.3.20 Let (M , ∂M) be a compact n = 2m-dimensional manifold with
boundary. Let

X = M ∪∂M c(∂M)

x

Fig. 2.5 Pinched torus
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∂M

M

x

X

Fig. 2.6 Coning off the boundary

be obtained by coning off the boundary of M , as in Figure 2.6. This provides an
example of a pseudomanifold as in Proposition 2.3.18. If x denotes the cone point,
then X− x is homotopy equivalent to M . Therefore,

Hi(X;Z)
∼=−→ Hi(X, c(∂M);Z) ∼=−→ Hi(M , ∂M;Z)

for i > 0, where the first isomorphism follows from the long exact sequence of a
pair, and the second is obtained by excision. Therefore, Proposition 2.3.18 yields:

IHm
i (X;Z) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

Hi(M , ∂M;Z), i > m,

Image
(

Hi(M;Z) −→ Hi(M , ∂M;Z)), i = m,

Hi(M;Z), i < m.

Proof of Proposition 2.3.18 For simplicity, assume that X is compatibly triangu-
lated. (The singular computation is similar.)

SinceX has only one singular stratumX0, elements of ICmi (X) consist of chains
ξ ∈ Ci(X) satisfying the conditions:

(a) dim( |ξ | ∩X0) ≤ i − 2m+m(2m) = i −m− 1,
(b) dim( |∂ξ | ∩X0) ≤ i −m− 2.

This means that:

1. If i ≤ m, then ξ ∩ X0 = ∅ and ∂ξ ∩ X0 = ∅, so allowable i-chains cannot
intersect X0. Therefore, ICmi (X) = Ci(X− x).

2. If i ≥ m+ 2, then ξ and ∂ξ are allowed to pass through x, which yields that
ICmi (X) = Ci(X).
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3. If i = m+ 1, then an i-chain ξ is allowed to go through x, but ∂ξ is not.

So the intersection chain complex looks like

· · · −→ Cm+3(X)
∂−→ Cm+2(X)

∂−→ ICmm+1(X)

∂−→ Cm(X− x) ∂−→ Cm−1(X− x) −→ · · ·

This implies that

IHm
i (X;Z) =

{

Hi(X− x;Z), i ≤ m− 1,

Hi(X;Z), i ≥ m+ 2.

Moreover,

Ker (∂ : ICmm+1(X)→ ICmm(X)) = Ker (∂ : Cm+1(X)→ Cm(X)),

so IHm
m+1(X;Z) ∼= Hm+1(X;Z). Finally,

∂(ICmm+1(X)) = (∂Cm+1(X))∩ ICmm(X)

and ICmm(X) = Cm(X− x), so

IHm
m (X;Z) ∼= Image

(

Hm(X− x;Z) −→ Hm(X;Z)
)

.

��
Exercise 2.3.21 (Projective Cone Over a Complex Projective Manifold) Let Y
be a nonsingular complex projective variety of complex dimensionm−1, embedded
in CPN−1 considered as a hyperplane in CPN . Let X ⊂ CPN be the projective
cone on Y , i.e., the union of all projective lines passing through a fixed point x /∈
CPN−1 and a point on Y . So X is a pure m-dimensional complex projective variety
with an isolated singularity at the cone point x. (Topologically, X is the Thom space
of the line bundle over Y corresponding to a hyperplane section or, equivalently, the
restriction to Y of the normal bundle of CPN−1 in CPN .) Use Proposition 2.3.18
to show that for the middle-perversity and rational coefficients, we have:

IHm
i (X;Q) =

{

Hi(Y ;Q), i ≤ m,

Hi−2(Y ;Q), i > m.

Since Y is nonsingular and projective, this calculation shows that the middle-
perversity intersection homology groups of X have a pure Hodge structure. More-
over, it can be shown that they also satisfy the Hard Lefschetz theorem. (As we will
see later on, these features persist for every complex projective variety.)
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Remark 2.3.22 In the above situations, we considered only even-dimensional
pseudomanifolds, since our main examples come from complex algebraic geometry.
But similar considerations also apply to real pseudomanifolds, e.g., (open) cones on
manifolds, etc. (see also Section 2.5 below).

2.4 Normalization

Definition 2.4.1 An n-dimensional pseudomanifoldXn is said to be (topologically)
normal if it has connected links, that is, every point x ∈ X has an open neighborhood
Ux in X such that Ux −Xn−2 is connected.

Definition 2.4.2 A normalization of a pseudomanifold Xn is a normal pseudoman-
ifold ˜Xn together with a finite-to-one map π : ˜X → X such that for every x ∈ X,
the induced map

π∗ :
⊕

y∈π−1(x)

Hn(˜X, ˜X− y;Z) −→ Hn(X,X− x;Z)

is an isomorphism.

In order to get some intuition about the meaning of normalization, sayX has only
isolated singularities, i.e., X has a pseudomanifold stratification X = Xn ⊃ X0. If
π : ˜X → X denotes the normalization of X, then for every x ∈ X0 one has by
excision and the long exact sequence of a pair that:

⊕

y∈π−1(x)

Hn(˜X, ˜X− y;Z) ∼=
⊕

y

Hn(cLy , cLy − y;Z) ∼=
⊕

y

˜Hn−1(Ly;Z),

where Ly denotes the link of y ∈ π−1(x). So a normalization of X “separates” the
connected components of links Lx of points x ∈ X0, i.e.,

⊕

y∈π−1(x)

˜Hn−1(Ly;Z) ∼= ˜Hn−1(Lx;Z).

Similar considerations apply to higher dimensional singular strata, by using the local
conical structure of a pseudomanifold. This also shows that a normalization map
π : ˜X→ X is one-to-one on the open dense stratum of X, while in general the fiber
π−1(x) has as many points as the number of connected components of Ux −Xn−2.

Example 2.4.3 As an example, consider the “pinched torus” (left) and its normal-
ization (right), as pictured in Figure 2.7.

Remark 2.4.4 Suppose that X is a complex quasi-projective variety. If X is
normal in the sense of algebraic geometry (i.e., all local rings OX,x are integrally
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Fig. 2.7 Normalization of pinched torus

closed), then using Zariski’s Main Theorem one can prove that X is normal as a
pseudomanifold. However, it should be noted here that the two notions of normal
spaces are not equivalent. For example, the cuspidal cubic x3 = y2 in C

2 is normal
in the pseudomanifold sense (since the link of the singularity at the origin is the
trefoil knot, hence connected), but it is not algebraically normal. Since the cuspidal
cubic is topologically normal, it is homeomorphic to its algebraic normalization.

Exercise 2.4.5 LetXn be an n-dimensional PL pseudomanifold. Fix a triangulation
of Xn, and define a space ˜X as the disjoint union of all n-simplices in X, with
the identification of (n − 1)-simplices that came from the same (n − 1)-simplex
in X. Show that the space ˜X defined in this way is a normal pseudomanifold.
More generally, it can be shown that every topological pseudomanifold has a
normalization (e.g., see [128, Section 4.5]).

One can show by checking allowability conditions that, if ˜X is a normalization
of X, then for every perversity p, there are isomorphisms

IC
p
i ((
˜X)) ∼= IC

p
i ((X)) , ICpi (˜X)

∼= IC
p
i (X),

for all i ≥ 0. This yields the following result of Goresky and MacPherson (cf. [81,
Section 4.2]):

Theorem 2.4.6 Suppose that X is a pseudomanifold and π : ˜X → X is a
normalization of X. Then for every perversity p and for all integers i ≥ 0,

π∗ : I (BM)H
p
i (
˜X;Z)→ I (BM)H

p
i (X;Z)

is an isomorphism.

Remark 2.4.7 Intersection homology is not functorial in general, i.e., a continuous
map of spaces does not necessarily induce a map of the corresponding intersection
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homology groups. But, as we will see later on, for certain maps (e.g., finite), such
induced homomorphisms exist.

Example 2.4.8 As an application, we give an example that shows that intersection
homology is not a homotopy invariant. Note that S4 ∨ S4 and S4 ∪S2 CP 2 are
homotopy equivalent (with a homotopy defined by collapsing the S2 inside S4).
However, their intersection homology groups are not isomorphic, and calculations
can be done by using their normalizations. Indeed, first note that the normalization
of S4 ∨ S4 is a disjoint union of two copies of S4, whereas the normalization of
S4 ∪S2 CP 2 is the disjoint union of S4 and CP 2 (as can be easily seen, e.g., from
Exercise 2.4.5). Thus,

IH
p
i (S

4 ∨ S4;Z) ∼= IH
p
i (S

4 � S4;Z) ∼= Hi(S
4;Z)⊕Hi(S4;Z),

while

IH
p
i (S

4 ∪S2 CP
2;Z) ∼= IH

p
i (S

4 �CP 2;Z) ∼= Hi(S
4;Z)⊕Hi(CP 2;Z).

So these homotopy equivalent spaces have non-isomorphic intersection homology
groups.

Normal pseudomanifolds are particularly important for understanding the
“extreme” intersection homology groups, i.e., those corresponding to the top and,
respectively, zero-perversity function. More precisely, one has the following result
(see [81, Section 4.3]):

Theorem 2.4.9 If X is an oriented, normal, compact n-dimensional pseudomani-
fold, then

IH t
i (X;Z) ∼= Hi(X;Z)

and

IH 0
i (X;Z) ∼= Hn−i (X;Z).

Remark 2.4.10 The normality of X implies that X − Xn−3 is still a topological
manifold. Indeed, the link of every x ∈ Xn−2−Xn−3 must be a connected compact
real 1-dimensional manifold, hence homeomorphic to S1. So any actual singularities
occur in one codimension higher. Recall also that t-allowability amounts to asking
that |ξ | and |∂ξ | are transversal to � = Xn−2. So the first isomorphism of
Theorem 2.4.9 says that the normality condition gives enough flexibility to insure
that every cycle is homologous to one transversal to the singular set �.
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2.5 Intersection Homology of an Open Cone

In this section, we calculate the intersection homology of the open cone c̊L of an
(n − 1)-dimensional pseudomanifold L. Notice that c̊L is contractible, hence its
ordinary (reduced) homology groups vanish. But while homology does not detect
the singularities, i.e., the cone point, we will see below that intersection homology
does so.

For simplicity of exposition, we perform the calculations below simplicially,
assuming the spaces involved have an underlying PL structure. Singular versions
of these calculations are similar (e.g., see [128]).

We start by computing the intersection homology of the product space X × R,
for a PL pseudomanifold Xm of real dimension m. First stratify X×R by defining

(X×R)m+1−k = Xm−k ×R.

Then, for every ξ ∈ IC
p
i ((X)), consider the suspension of ξ , namely ξ × R ∈

Ci+1((X×R)). Note that

dim(|ξ ×R| ∩ (X×R)m+1−k) = dim(R× (|ξ | ∩Xm−k))
≤ 1+ i − k + p(k)

and a similar statement holds for ∂ξ . Therefore, one gets maps

IC
p
i ((X))→ IC

p

i+1((X×R))

defined by ξ �→ ξ ×R, hence a map of complexes

ICp• ((X))→ IC
p

•+1((X×R)).

The later complex is commonly denoted by ICp• ((X ×R))[1]. Then the following
holds (see [84, Section 1.6] or [15, Chapter II]):

Proposition 2.5.1 The above map of complexes induces the following Künneth
isomorphisms:

IH
p
i (X;Z) ∼= IH

p
i (X×R;Z)

and

IBMH
p
i (X;Z) ∼= IBMH

p

i+1(X×R;Z).

The Künneth isomorphisms play an important role in proving the following cone
formula for intersection homology:
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Theorem 2.5.2 Suppose L is a compact PL pseudomanifold of dimension m ≥ 1.
Then, for every perversity p,

IH
p
i (̊cL;Z) ∼=

{

IH
p
i (L;Z), i < m− p(m+ 1),

0, otherwise.
(2.1)

Similarly,

IBMH
p
i (̊cL;Z) ∼=

{

IH
p

i−1(L;Z), i > m− p(m+ 1),
0, otherwise.

(2.2)

Proof To prove formula (2.1), first note that the cone point {c} has codimension
m+ 1 in c̊L. So for ξ ∈ ICpi (̊cL), one has that

dim(|ξ | ∩ {c}) ≤ i − (m+ 1)+ p(m+ 1).

Hence, ξ cannot intersect {c} for i ≤ m − p(m + 1). Therefore, in this range,
IC

p
i (̊cL)

∼= IC
p
i (̊cL− {c}). Then for i < m− p(m+ 1),

IH
p
i (̊cL;Z) ∼= IH

p
i (̊cL− {c};Z) ∼= IH

p
i (L×R;Z) ∼= IH

p
i (L;Z).

On the other hand, for i ≥ m− p(m+ 1), a p-allowable i-chain ξ with ∂ξ = 0
satisfies ξ = ∂(cξ), and cξ is in fact a p-allowable (i + 1)-chain. Hence, [ξ ] = 0 ∈
IH

p
i (̊cL;Z).
For formula (2.2), note that the Borel–Moore intersection homology vanishes in

low dimensions because chains that do not meet the vertex {c} can be coned off to
infinity. On the other hand, in high dimensions, Borel–Moore intersection homology
classes arise as the open cone on classes in the intersection homology of c̊L− {c},
hence the dimension shift (cf. Proposition 2.5.1). ��
Remark 2.5.3 By taking L = Sn−1, we have c̊L = R

n. The above theorem reduces
to the calculation for the local model of a topological manifold:

Hi(R
n;Z) ∼=

{

0, i �= 0,
Z, i = 0.

HBM
i (Rn;Z) ∼=

{

Z, i = n,
0, i �= n.

Exercise 2.5.4 Let X be a (2m − 1)-dimensional pseudomanifold. Compute the
middle-perversity intersection homology groups IHm

i (�X;Z) of the suspension of
X in terms of the middle-perversity intersection homology groups of X.
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2.6 Poincaré Duality for Pseudomanifolds

In this section, we explain the geometric idea behind Poincaré duality for inter-
section homology. This topic will be revisited later on (in Section 6.4), through
a sheaf-theoretic approach via Verdier duality. When working with chains or
(intersection) homology, Q-coefficients will be used in this section, even though
not explicitly mentioned.

Let us start by recalling the following consequence of Poincaré duality for
manifolds. Suppose Mn is an oriented, closed, connected, n-dimensional manifold.
Then there exists a non-degenerate (intersection) pairing:

Hi(M)⊗Hn−i (M)
�→ Q.

Geometrically, if a ∈ Hi(M) and b ∈ Hn−i (M), then a and b have chain
representatives α ∈ Ci(M) and β ∈ Cn−i (M) such that |α| and |β| are subspaces
of M of complementary dimension. Moreover, by transversality, one can choose
them in such a way that |α| ∩ |β| is a finite set. The number of these points counted
with multiplicities does not depend on the choice of representatives and is exactly
a � b ∈ Q. To prove the duality statement, one first proves it for Rn, then coversM
with finitely many open sets homeomorphic to R

n, and patches the local dualities
by the Mayer–Vietoris sequence.

The duality statement in the singular context is formulated in terms of intersec-
tion homology as follows (see [81, Section 3.3]):

Theorem 2.6.1 (Poincaré Duality for Pseudomanifolds, Chain Version) IfXn is
an oriented n-dimensional topological pseudomanifold, and p and q are comple-
mentary perversities, then there is a non-degenerate bilinear pairing

IH
p
i (X)× IBMHq

n−i (X)
�→ Q.

Before discussing the proof, let us explain the geometric intuition behind
Theorem 2.6.1. Fix a stratification Xn = Xn ⊇ Xn−2 ⊇ . . . ⊇ X0 ⊇ ∅, and
assume, for simplicity, that X has a compatible triangulation. For a ∈ IHp

i (X) and

b ∈ IBMHq
n−i (X) one can choose simplicial intersection chains ξ ∈ ICpi (X) and

η ∈ IBMC
q
n−i (X) so that |ξ | ∩ |η| ⊂ X − Xn−2 and |ξ | ∩ |η| is a finite number

of points. The number of these points counted with multiplicities (depending on
coefficients of ξ , η, and on the orientation) does not depend on the representatives
ξ , η for a and b. This number is a � b.

A proof of Poincaré duality for pseudomanifolds, similar to the one for manifolds,
would consist of the following steps:

(a) Induction for proving (local) Poincaré duality for open cones c̊L.
(b) Show that Poincaré duality holds for conical neighborhoods of the form

c̊L×R
k .
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(c) Cover X by conical neighborhoods and patch local Poincaré dualities for such
neighborhoods by a Mayer–Vietoris argument.3

We only deal here with the first step (the theorem will be proved later on
by using sheaves, which are designed to relate local and global information; see
Corollary 6.4.2). We prove that, if L is a compact m-dimensional pseudomanifold,
and if Poincaré duality holds for L, then Poincaré duality holds also for c̊L. Recall
the calculation of intersection homology of cones from the previous section:

IH
p
i (̊cL;Z) ∼=

{

IH
p
i (L;Z), i < m− p(m+ 1),

0, otherwise.

IBMH
p
i (̊cL;Z) ∼=

{

0, i ≤ m− p(m+ 1),

IH
p

i−1(L;Z), otherwise.

Assume now that L satisfies Poincaré duality, i.e.,

IH
p
i (L;Q) ∼= IH

q
m−i (L;Q)∨

for p and q complementary perversities. Then, if i < m− p(m+ 1), one has:

IH
p
i (̊cL;Q) ∼= IH

p
i (L;Q) ∼= IH

q
m−i (L;Q)∨ ∼= IBMH

q

m+1−i (̊cL;Q)∨,

while if i ≥ m− p(m+ 1) one has

IH
p
i (̊cL) = 0 = IBMH

q

m+1−i (̊cL),

since m− 1 = p(m+ 1)+ q(m+ 1). This proves the claim. �

2.7 Signature of Pseudomanifolds

Intersection homology groups are also useful for the study of manifolds. In this
section, we give an application of intersection homology to an important question
in manifold theory, namely we use the signature invariant associated to the middle-
perversity intersection homology of a Witt space to prove the Novikov additivity
property for the signature of manifolds with boundary.

3We leave it as an exercise for the reader to formulate and prove the corresponding Mayer–
Vietoris result for intersection homology groups; it is a simple adaptation of the analogous result
in simplicial/singular homology.
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In general, there is no perversity p that is self-complementary, such that the
groups IHp

i (X;Q) are dual to each other. However, by restricting X to the class of
Witt spaces, Siegel [218] noted that the lower-middle perversity intersection homol-
ogy groups have this property. This class already includes the pseudomanifolds with
only even codimension strata, for which a signature invariant was defined earlier in
[81].

Definition 2.7.1 (Witt Space) A pseudomanifold X is a Witt space if for every
stratum S of odd codimension 2r + 1 with link LS , one has IHm

r (LS;Q) = 0.

Example 2.7.2 Manifolds are Witt spaces. Complex algebraic varieties are Witt
spaces since the above condition is void (all strata have even codimension). But the
suspension of the 2-torus, �T 2, is not a Witt space, since the link of a suspension
point is T 2 and H1(T

2;Q) �= 0.

The following result was proved in [218, Theorem 3.4]:

Theorem 2.7.3 (P. Siegel) If X is a Witt space, then the homomorphism

I (BM)Hm∗ (X;Q) −→ I (BM)Hn∗ (X;Q)

induced by inclusion of chain complexes is an isomorphism.

It follows that, if X is a compact, oriented, Witt pseudomanifold of dimR(X) =
4r (for example a complex projective variety X of complex dimension 2r), then
there is a non-degenerate and symmetric rational intersection pairing

IHm
2r (X;Q)⊗ IHm

2r (X;Q) −→ Q

on the middle middle-perversity intersection homology group of X. In particular,
this pairing can be diagonalized with only real eigenvalues.

Definition 2.7.4 The signature σ(X) of a 4r-dimensional compact, oriented, Witt
pseudomanifoldX4r is defined as the difference between the number of positive and
negative eigenvalues of the intersection form

IHm
2r (X;Q)⊗ IHm

2r (X;Q) −→ Q.

For the following statement see, e.g., [75, Theorem 9.3.16]:

Proposition 2.7.5 The following properties hold:

(a) σ(X) is a topological invariant.
(b) If X is a manifold, then σ(X) is the usual signature.

Recall that the signature of closed oriented manifolds is a bordism invariant. This
means that if M and M ′ are closed, oriented, 4r-dimensional manifolds such that
there is a compact oriented (4r + 1)-dimensional manifold with boundary ∂W ∼=
M � (−M ′) (that is, M and M ′ are bordant), then σ(M) = σ(M ′). (Here, −M ′
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denotes the manifold M ′ with the opposite orientation, and � is disjoint union.)
In particular, if M4r = ∂W 4r+1, then σ(M4r ) = 0. This property still holds for
signatures of Witt spaces. Let us introduce the necessary definitions.

Definition 2.7.6

1. (Xn, ∂X) is a stratified Witt space with boundary if the following conditions are
satisfied:

(i) X, ∂X are stratified spaces, with a stratified inclusion map ∂X ↪→ X,
(ii) X− ∂X, ∂X are Witt spaces of dimension n and n− 1, respectively,

(iii) ∂X has a collared neighborhood, i.e., a neighborhood homeomorphic to
∂X× [0, 1) with ∂X ∼= ∂X× {0}.

2. (X, ∂X) is an oriented Witt space with boundary if X − ∂X is oriented and the
collar neighborhood induces an orientation on ∂X.

Definition 2.7.7 Closed oriented Witt spaces X and X′ are Witt bordant if there
exists a compact oriented Witt space with boundary (Y , ∂Y ) and an orientation
preserving homeomorphism ∂Y ∼= X � (−X′).
Theorem 2.7.8 (P. Siegel) If X and X′ are Witt bordant, then σ(X) = σ(X′).

This theorem is a consequence of the following result of Siegel [218, Chapter
2, Section 2], see also [75, Theorem 9.3.17] (in the case when X has only even-
codimension strata, the result is proved in [81] for PL spaces, and a sheaf-theoretic
proof that works for topological pseudomanifold is indicated in [6, Theorem 6.1.4]):

Theorem 2.7.9 If (X4r+1, ∂X) is a compact oriented Witt space with boundary,
then σ(∂X) = 0.

An important consequence of Theorem 2.7.8 is a simple and geometric proof
of the Novikov additivity property for the signature of manifolds with boundary, see
[218, Chapter II, Section 3]. Recall first that if (M , ∂M) is a manifold with boundary
of dimension 4r , its signature σ(M , ∂M) is the signature of the Lefschetz–Poincaré
pairing defined as follows: let j∗ be the usual map H2r (M;Q)→ H2r (M , ∂M;Q)
induced by inclusion of pairs, and consider the Poincaré duality map:

PD : H2r (M , ∂M;Q)→ H 2r (M;Q).

The Lefschetz–Poincaré pairing

H2r (M;Q)⊗H2r (M;Q) −→ Q

of (M , ∂M) is then defined by:

(a, b) �→ 〈PD(j∗a), b〉.
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Fig. 2.8 ̂M

(Here, 〈−,−〉 denotes the usual Kronecker pairing between cohomology and
homology.) Note that this pairing is not necessarily non-degenerate, so in order to
define its signature σ(M , ∂M) one has to discard the kernel of j∗, i.e., σ(M , ∂M) is
the signature of the induced pairing on H2r (M;Q)/Ker (j∗).

Corollary 2.7.10 (Novikov Additivity) Let (M4r , ∂M), (M ′4r , ∂M ′) be 4r-
dimensional compact oriented manifolds with boundary, with an orientation
reversing homeomorphism ∂M ∼= ∂M ′. LetM ∪∂ M ′ be the space obtained from the
disjoint union M �M ′ by identifying ∂M with ∂M ′ by the above homeomorphism.
Then the following additivity property holds:

σ(M ∪∂ M ′) = σ(M , ∂M)+ σ(M ′, ∂M ′). (2.3)

Exercise 2.7.11 Let (M , ∂M) be an even-dimensional compact oriented manifold
with boundary. Show that the space ̂M = M ∪∂M cone(∂M) obtained by coning off
the boundary of M is a Witt space (Fig. 2.8). Furthermore, show that:

σ(M , ∂M) = σ(̂M). (2.4)

Hint: Recall that for the middle-perversity m, one has by Proposition 2.3.18 that

IHm
2r (
̂M) = Image

(

j∗ : H2r (M)→ H2r (M , ∂M)
)

.

Sketch of Proof of Corollary 2.7.10 Let X := M ∪∂ M ′. In view of equation (2.4),
one has to show that

σ(X) = σ(̂M)+ σ(̂M ′).

It is sufficient to create a Witt bordism between X and the one point union ̂M ∨ ̂M ′
of ̂M and ̂M ′, since it can be shown easily (e.g., by using a normalization) that
the middle intersection homology group of the one point union and for the disjoint
union are isomorphic.
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Fig. 2.9 P

Let Z = ∂M = ∂M ′ and let X′ = X/Z. So

X′ = (M ∪∂ cone(Z))∪cone point (M
′ ∪∂ cone(Z)) = ̂M ∨ ̂M ′.

Let π : X → X′ be the quotient map and denote by c the common cone (wedge)
point. Let P be the mapping cylinder of π with a collar X′ × [0, 1] attached to X′,
see Figure 2.9 for a sketch.

The claim is that P is a Witt space. In order to see this, one needs to check that

IHm
2r (LP ({c} × {0});Q) = 0,

where LP ({c} × {0}) denotes the link of {c} × {0} in P . It can be seen that

LP ({c} × {0}) = Z× [−1, 1] ∪ cone∂(Z× [−1, 1]) ∼= �(Z)/(c+ = c−),

where c± denote the cone points in the suspension �(Z). Since intersection
homology does not change under normalization, one gets that

IHm
2r (LP ({c} × {0});Q) ∼= IHm

2r (�(Z);Q),

so it remains to show that the latter group vanishes. If ξ ∈ ICm2r (�(Z)), then by
allowability one has that ξ ∩ {c±} = ∅. Hence one can find a representative [ξ ′] =
[ξ ] so that |ξ ′| ⊂ Z. But ξ ′ = ∂(c+ξ ′), and c+ξ ′ is m-allowable. Thus [ξ ′] = 0.

Since P is a Witt bordism between X and X′, Theorem 2.7.8 yields the desired
signature identification. ��



Chapter 3
L-Classes of Stratified Spaces

The signature invariant and characteristic classes (e.g., L-classes) play a fundamen-
tal role in classification schemes for smooth manifolds, e.g., in various bordism
theories or surgery theory. For example, if M is a closed oriented manifold, the
signature σ(M) is a homotopy invariant of M . On the other hand, its L-classes
Li(M) ∈ H 4i (M;Q) are not homotopy invariants, and are therefore much more
refined. In particular, L-classes can help to distinguish diffeomorphism types of
manifolds in a given homotopy type. As a sample (but hopefully convincing) result,
we mention the following (cf. [27]):

Theorem 3.0.1 (Browder–Novikov) The homotopy type and L-classes determine
the diffeomorphism class of a smooth simply connected manifold of dimension ≥ 5
up to a finite number of possibilities.

Given the importance that the signature and L-classes play in manifold theory,
it is therefore desirable to extend such concepts to stratified spaces and to develop
similar classification schemes in the singular context. The signature of a compact,
oriented, Witt pseudomanifold was defined in Section 2.7 by using the duality pair-
ing on the middle-perversity intersection homology. In Section 3.4, this signature
invariant will be used to define L-classes of such singular spaces.

In Section 3.1, we review the basics of (multiplicative) characteristic classes of
vector bundles, as explained e.g., in [102] and [180] (see also [216] and [6, Chapter
5] for nice accounts of this story). The main examples to be discussed here are the
Chern classes and L-classes. Characteristic classes of manifolds, e.g., the above-
mentioned L-classes, are defined via their tangent bundles; we discuss this and the
associated index formulae in Section 3.2. L-classes of manifolds can be also defined
by the Pontrjagin–Thom construction, by using maps to spheres and signatures
of submanifolds with trivial normal bundles. The latter construction is adapted to
Witt spaces in Section 3.4, leading to the extension of L-classes to such singular
spaces. As expected, the L-classes of a singular space X coincide with the classical
definition of L-classes when X is actually a manifold.
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3.1 Multiplicative Characteristic Classes of Vector Bundles:
Examples

A characteristic class of vector bundles over a topological spaceX is an assignment

c� : Vect(X) −→ H ∗(X;�)

from the set Vect(X) of isomorphism classes of vector bundles over X to the
cohomology ring H ∗(X;�) with a coefficient ring �, which is required to be
compatible with pullbacks, i.e., for a continuous map f : Y → X the following
diagram commutes:

Vect(X) −−−−→ H ∗(X;Λ)
f ∗ f ∗

Vect(Y ) −−−−→ H ∗(Y ;Λ).

The most important characteristic classes of a real vector bundle E over X
are the Stiefel–Whitney classes wi(E) ∈ Hi(X;Z/2) [225, 240, 241], Pontrjagin
classes pi(E) ∈ H 4i (X;Z[1/2]) [198], and for a complex vector bundle E the
Chern classes ci(E) ∈ H 2i (X;Z) [41, 42]. These characteristic classes c�i(E) ∈
H ∗(X;�) obey the same formalism, and as a consequence they can be described
axiomatically in a unified way as follows:

Definition 3.1.1 The Stiefel–Whitney, resp., Pontrjagin classes of real vector bun-
dles, resp., Chern classes of complex vector bundles, are defined by the operator
assigning to each real (resp., complex) vector bundle E→ X cohomology classes

c�i(E) :=

⎧

⎪

⎪

⎨

⎪

⎪

⎩

wi(E) ∈ Hi(X;Z/2)

pi(E) ∈ H 4i (X;Z[1/2])
ci(E) ∈ H 2i (X;Z)

of the base space X such that the following axioms are satisfied:

Axiom 1 (Finiteness)
For each vector bundle E one has c�0(E) := 1 and c�i(E) = 0 for i > rankE
(moreover, pi(E) = 0 for i > [rankE/2]). The sum

c�∗(E) :=
∑

i≥0

c�i(E)

is called the total characteristic class of E. In particular, c�∗(0X) = 1 for the
zero vector bundle 0X of rank zero on X.
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Axiom 2 (Naturality)
For a continuous map f : Y → X and a vector bundle E→ X, one has:

c�∗(f ∗E) = f ∗c�∗(E).

Axiom 3 (Multiplicativity)
The following Whitney sum formula holds in H ∗(X;�):

c�∗(E⊕F) = c�∗(E) � c�∗(F) ,

or, more generally,

c�∗(E) = c�∗(E′) � c�∗(E′′)

for every short exact sequence 0 → E′ → E→ E′′ → 0 of vector bundles on X.
(Here, multiplication on the right-hand side is with respect to the cohomology
cup product.)

Axiom 4 (Normalization)
For the canonical (i.e., the dual of the tautological) line bundle γ 1

n (K) :=
OKPn(1) over the projective space KPn (with K = R,C) one has:

(w1): w1(γ 1
n (R)) �= 0.

(p1): p1(γ 1
n (C)) = c1(γ 1

n (C))
2.

(c1): c1(γ 1
n (C)) = c := [CPn−1] ∈ H 2(CPn;Z) is the cohomology class

represented (under Poincaré duality) by the hyperplane CPn−1.

The existence of such characteristic classes for vector bundles of rank n can
be shown, for example, with the help of a classifying space, i.e., the infinite
dimensional Grassmann manifolds Gn(K

∞) (with K = R,C), and the fact that the
cohomology ring of this Grassmann manifold is a polynomial ring. More precisely,

H ∗(Gn(K
∞);�) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

Z/2[w1,w2, · · · ,wn], K = R,� = Z/2,

Z[1/2][p1,p2, · · · ,p[n/2]], K = R,� = Z[1/2],
Z[c1, c2, · · · , cn], K = C,� = Z.

A rank n K-vector bundle E on X is “classified” by a map fE : X→ Gn(K
∞), and

characteristic classes of E are obtained by pulling back under fE the generators of
H ∗(Gn(K

∞);�), that is, wi(E) = f ∗E(w
i) ∈ Hi(X;Z/2), etc.

Remark 3.1.2 By what is usually referred to as the “splitting principle,” one can
assume (after pulling back to a suitable bundle, whose pullback on the cohomology
level is injective) that a given non-zero vector bundle E splits into a sum of line (or
2-plane) bundles. Then Axiom 3 reduces the calculation of characteristic classes to
the case of (real, resp., complex) line bundles (for c� = w, c) or real 2-plane bundles
(for c� = p). By naturality, these are then uniquely characterized by Axiom 4.
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The Stiefel–Whitney, Pontrjagin, and Chern classes are the building blocks of
characteristic class theory, in the sense that every multiplicative characteristic
class c�∗ (i.e., satisfying Axiom 3) over a finite dimensional base space (i.e., with
Hi(X;�) = 0 for i large enough) is expressed uniquely as a power series in these
classes. More precisely, the “splitting principle” implies the following:

Theorem 3.1.3 Let � be a Z/2-algebra (resp., a Z[1/2]-algebra) for the case of
real vector bundles, or a Z-algebra for the case of complex vector bundles. There is
a one-to-one correspondence between

(a) multiplicative characteristic classes c�∗ over finite dimensional base spaces,
and

(b) formal power series � ∈ �[[z]]
such that c�∗(L) = �(w1(L)) or c�∗(L) = �(c1(L)) for every real or complex line
bundle L, respectively, c�∗(L) = �(p1(L)) for every real 2-plane bundle L.

In the above correspondence, � is called the characteristic power series of the
corresponding multiplicative characteristic class c�∗

�
. Moreover c�∗

�
is invertible

with inverse c�∗1/� if � ∈ �[[z]] is invertible, i.e., if �(0) ∈ � is a unit (e.g., �
is a normalized power series with �(0) = 1). So the corresponding multiplicative
characteristic class c�∗

�
extends over a finite dimensional base space X to a natural

transformation of groups

c�∗
�
: (K(X),⊕) −→ (H ∗(X;�),�)

on the Grothendieck group K(X) of real or complex vector bundles over X.

3.2 Characteristic Classes of Manifolds: Tangential
Approach

In this section, assume that M is a smooth (stably almost complex) manifold (i.e.,
TM ⊕ R

a
M has the structure of a complex vector bundle for some a). If c�∗ is a

multiplicative characteristic class as in the previous section, the characteristic class

c�∗(M) := c�∗(TM)

of the real (or complex) tangent bundle TM is called a characteristic cohomology
class of the manifold M . Let

c�∗(M) := c�∗(TM) � [M] ∈ HBM∗ (M;�)

be the corresponding characteristic homology class of the manifold M , with [M] ∈
HBM∗ (M;�) the fundamental class in the Borel–Moore homology of the (oriented)
manifold M .
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Example 3.2.1 With c as in Axiom 4, the Chern and Pontrjagin classes of CPn are
computed by (e.g., see [180, Theorem 14.10, Example 15.6]):

c∗(CPn) = (1+ c)n+1, p∗(CPn) = (1+ c2)n+1. (3.1)

In particular, ci(CPn) = (n+1
i

)

ci for i ≤ n, and pi(CPn) = (n+1
i

)

c2i for i ≤ n/2.

Thom [229] proved that the Stiefel–Whitney classes w∗(M) of a smooth mani-
fold M are topological invariants. Subsequently, in [231] Thom introduced rational
Pontrjagin and L-classes for compact rational PL-homology manifolds so that the
rational Pontrjagin classes p∗(M) ∈ H ∗(M;Q) of a smooth closed manifold M
are combinatorial (or piecewise linear) invariants. Finally, Novikov [190] proved
the topological invariance of these rational Pontrjagin classes p∗(M) ∈ H ∗(M;Q)
of a smooth manifold M .

For a closed complex manifold M , the following Gauss–Bonnet–Chern formula
holds (see [40]):

deg(c∗(M)) := 〈c∗(TM), [M]〉 = χ(M) .

(Here, 〈−,−〉 denotes the usual Kronecker pairing between cohomology and
homology.) So the total Chern class can be viewed as a higher cohomology class
version of the Euler–Poincaré characteristic. Similarly, for a closed manifold M one
has:

deg(w∗(M)) = 〈w∗(TM), [M]〉 = χ(M) mod 2.

More generally, let IsoGn be the set of isomorphism classes of smooth closed (and
oriented) pure n-dimensional manifolds M for G = O (resp., G = SO), or of pure
n-dimensional stably almost complex manifolds M for G = U , (i.e., TM ⊕R

a
M is

a complex vector bundle for suitable a, with RM the trivial real line bundle over M).
Then

IsoG∗ :=
⊕

n

IsoGn

is a commutative graded semiring with addition and multiplication given by disjoint
union and cartesian product, and with 0 and 1 defined by the classes of the empty
set and the one-point space, respectively. A multiplicative characteristic class c��
defined by a power series � in the variable z = w1,p1, or c1 induces by the
assignment

M �→ deg(c��∗(M)) := 〈c�∗
�
(TM), [M]〉

a semiring homomorphism
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�� : IsoG∗ → � =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

a Z/2-algebra for G = O and z = w1,

a Z[1/2]-algebra for G = SO and z = p1,

a Z-algebra for G = U and z = c1.

Let

�G∗ := IsoG∗ / ∼

be the bordism ring of closed (G = O) and oriented (G = SO) or stably almost
complex manifolds (G = U ), with M ∼ 0 for a closed pure n-dimensional G-
manifold M if and only if there is a compact pure (n+ 1)-dimensional G-manifold
W with boundary ∂W ∼= M . Note that �G∗ is indeed a ring with −[M] = [M]
for G = O or −[M] = [−M] for G = SO or U , where −M has the opposite
orientation of M . Moreover, for W as above with ∂W ∼= M one has

TW |∂W  TM ⊕RM .

Hence, by naturality,

c�∗
�
(TM) = i∗c�∗

�
(TW)

for i : M ∼= ∂W ↪→ W the closed inclusion of the boundary. (This also explains
the use of the stable tangent bundle for the definition of a stably almost complex
manifold.) Then

M ∼ 0 !⇒ deg(c��∗(M)) = 〈c�∗
�
(TM), [M]〉 = 0.

Indeed, in the above notations,

〈c�∗
�
(TM), [M]〉 = 〈i∗c�∗

�
(TW), [M]〉

= 〈c�∗
�
(TW), i∗[M]〉

= 〈c�∗
�
(TW), i∗∂[W ]〉

= 0,

since i∗ ◦ ∂ = 0 in the homology long exact sequence of the pair (W ,M). It follows
that a multiplicative characteristic class c�∗

�
defined by a power series � in the

variable z = w1,p1, or c1 induces a ring homomorphism (that is, a genus)

�� : �G∗ → � =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

a Z/2-algebra for G = O and z = w1,

a Z[1/2]-algebra for G = SO and z = p1,

a Z-algebra for G = U and z = c1.

(3.2)
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Moreover, for � a Q-algebra, this induces a one-to-one correspondence between

(i) normalized power series � in the variable z = p1 (or c1),
(ii) normalized and multiplicative characteristic classes c�∗

�
over finite dimensional

base spaces, and
(iii) genera �� : �G∗ → � for G = SO (or G = U ).

Definition 3.2.2 Given � a normalized (i.e., �(0) = 1) power series as above, with
corresponding class c�∗

�
, the associated genus �� is defined by:

��(M) = deg(c�∗
�
(M)) := 〈c�∗

�
(TM), [M]〉.

Every genus is completely determined by its values on all (even-dimensional)
complex projective spaces, by the following structure theorem (see [230] and [177]):

Theorem 3.2.3

(a) (Thom) �SO∗ ⊗Q = Q[[CP 2n] | n ∈ N] is a polynomial algebra in the classes
of the complex even-dimensional projective spaces.

(b) (Milnor) �U∗ ⊗Q = Q[[CPn] | n ∈ N] is a polynomial algebra in the classes
of the complex projective spaces.

Moreover, a genus �� : �U∗ ⊗Q→ � factorizes over the canonical map

�U∗ ⊗Q→ �SO∗ ⊗Q

if and only if �(z) is an even power series in z = c1, i.e., �(z) = g(z2) with
z2 = (c1)2 = p1.

Example 3.2.4 (Signature of Manifolds) Let σ(M) be the signature of a closed
oriented manifold M of real dimension 4n, with σ(M) := 0 in all other dimensions.
Thom showed that the signature defines a genus

σ : �SO∗ ⊗Q→ Q

with σ(CP 2n) = 1, for all n. The signature σ comes from the power series g(z) =√
z/ tanh(

√
z) in the variable z = p1 (or �(z) = z/ tanh(z) in the variable z = c1),

whose corresponding characteristic class c�∗ = L∗ is by definition the Hirzebruch
L-class. The above correspondence between the signature and L-class is given by
the Hirzebruch signature theorem [100, 103]:

σ(M) = 〈L∗(TM), [M]〉.

Example 3.2.5 (Hirzebruch Genus) The Hirzebruch polynomial of a compact
complex manifold M is defined as
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χy(M) :=
∑

j

χ(M ,�jM)y
j .

This defines a genus

χy : �U∗ → Q[y],

with χy(CPn) = ∑n
i=0(−y)i . The corresponding normalized power series in z =

c1 is given by

�y(z) = z(1+ y)
1− e−z(1+y) − zy ∈ Q[y][[z]],

and the associated characteristic class is the Hirzebruch class T ∗y . The correspon-
dence between the χy-genus and the Hirzebruch class is given by the generalized
Hirzebruch–Riemann–Roch theorem [101, 102]:

χy(X) = 〈T ∗y (TM), [M]〉.

Definition 3.2.6 The value �(M) of a genus � on the closed manifold M is called
a characteristic number of M .

Characteristic numbers can be used to classify closed manifolds up to bordism.
For example, one has the following result (see [177, 189, 180, 237]):

Theorem 3.2.7

(a) (Pontrjagin–Thom) Two closed smooth manifolds are bordant (i.e., represent
the same element in�O∗ ) if and only if all their Stiefel–Whitney numbers are the
same.

(b) (Thom–Wall) Two closed oriented smooth manifolds are bordant up to 2-torsion
(i.e., represent the same element in �SO∗ ⊗ Z[1/2]) if and only if all their
Pontrjagin numbers are the same.

(c) (Milnor–Novikov) Two closed stably almost complex manifolds are bordant (i.e.,
represent the same element in �U∗ ) if and only if all their Chern numbers are
the same.

3.3 L-Classes of Manifolds: Pontrjagin–Thom Construction

In this section, we describe an alternative way (due to Thom [231], see also [180,
Section 20]) of building L-classes that applies to triangulated manifolds, for which
the tangent bundle is not directly available. As shown by Thom, these L-classes
are combinatorial (i.e., piecewise linear) invariants. Moreover, in the case of a
smooth manifold, suitably triangulated, they coincide with the (Poincaré duals of
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the) Hirzebruch L-classes defined via the tangent bundle. In 1965, Novikov [190]
proved that the rational Pontrjagin classes, hence all the L-classes are topological
invariants.

The main tools used in the construction of Thom’s combinatorial L-classes are
the Hirzebruch signature theorem and the transversality principle. In more detail,
Thom noticed that, given the Hirzebruch signature theorem, one can build anL-class
provided one has the signature defined on enough submanifolds. Such submanifolds
are obtained by considering “generic” fibers of maps to spheres.

Construction

For simplicity, consider here the case when Mn is a smooth closed oriented
manifold, but see Remark 3.3.1.

If f : M → Sn−4i is a smooth map, it follows by Sard’s theorem that the set of
regular values of f is dense in Sn−4i . For every regular value p ∈ Sn−4i , the fiber
f−1(p) of f over p is a smooth closed oriented submanifold of M of dimension
4i, with trivial normal bundle (since it is induced from the normal bundle of the
point {p} in Sn−4i). Consider the signature σ(f−1(p)) ∈ Z of f−1(p), for p such a
regular value of f . It is easy to see that σ(f−1(p)) depends only on the homotopy
class of f . Indeed, if f  g, then one can construct a smooth homotopy H :
M × I → Sn−4i having p as a regular value. The compact manifold with boundary
H−1(p) is a bordism from f−1(p) to g−1(p), hence by the bordism invariance
of the signature one gets that σ(f−1(p)) = σ(g−1(p)). Similarly, if q is another
regular value of f , then changing from p to q yields a bordism between f−1(p)

and f−1(q), hence σ(f−1(p)) = σ(f−1(q)). Denote by σ(f ) the common value
of σ(f−1(p)), as p runs through the regular values of f . Since, by the smooth
approximation theorem (e.g., see [19, Proposition 17.8]), every continuous map is
homotopic to a smooth one, the above considerations yield a map

σ : [M , Sn−4i] −→ Z, [f ] �→ σ(f ), (3.3)

where [M , Sn−4i] is the set of homotopy classes of maps M → Sn−4i . For obvious
reasons, [M , Sn−4i] is also called the cohomotopy set πn−4i (M), and it is in fact
a group when 4i < n−1

2 . Moreover, in this range, the map from (3.3) is a group
homomorphism. In what follows, it will be more convenient to rationalize (3.3), i.e.,
to work with

σ ⊗Q : πn−4i (M)⊗Q→ Q. (3.4)

Next, consider the Hurewicz map

πk(Mn) −→ Hk(M;Z),
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which is defined by the assignment

[f : Mn → Sk] �→ f ∗(u),

with u ∈ Hk(Sk;Z) a generator chosen so that 〈u, [Sk]〉 = +1. Serre proved that
the rational Hurewicz map

πk(Mn)⊗Q −→ Hk(M;Q) (3.5)

is an isomorphism for n < 2k−1 (and in fact this statement holds for every compact
CW complex). Note that for k = n− 4i, this range translates to 4i < n−1

2 , i.e., it
coincides with the range for which the cohomotopy sets are groups.

Assume now that i is chosen so that 4i < n−1
2 . By combining (3.4) and (3.5),

one gets a homomorphism

σ ⊗Q : Hn−4i (M;Q) −→ Q, (3.6)

which, by the Universal Coefficient Theorem (cf. [98, Section 3.1]), defines a
homology class

�n−4i (M) := σ ⊗Q ∈ Hn−4i (M;Q). (3.7)

For i varying in the above range, these are called the Thom homology L-classes of
the smooth manifold M .

Remark 3.3.1 The above arguments can be adapted, with minor modifications, to
the case of a closed oriented PL rational homology n-manifold Mn. A fundamental
class [M] ∈ Hn(M;Z) can still be defined by noting that each (n− 1)-simplex in a
triangulation of M is incident to exactly two n-simplices, and by the orientation
assumption it is possible to assign an orientation to each n-simplex so that the
sum of all n-simplices forms an n-cycle. By definition, this n-cycle represents the
fundamental class [M]. The key fact needed in the PL setting (which replaces the
argument based on Sard’s theorem) is the following:
If f : Mn → Sn−4i is a PL map, then for almost all p ∈ Sn−4i , the fiber f−1(p) is a
compact PL rational homology 4i-manifold, with an orientation induced from those
of Mn and Sn−4i . Moreover, the signature σ(f−1(p)) of this oriented homology
manifold is independent of p for almost all p.
Here, “almost all p” means “except for p belonging to some lower dimensional
subcomplex.” Furthermore, every map f : Mn → Sn−4i that is not necessarily PL,
is homotopic by the PL approximation theorem (e.g., see [108, Lemma 4.2]) to a PL
map, and every continuous homotopy of PL maps is homotopic to a PL homotopy
of the same PL maps. Hence [M , Sk]PL = [M , Sk], and the above construction
applies.

As we will see in Section 3.4, such arguments and construction can be further
extended for defining the Goresky–MacPherson L-classes of PL Witt spaces, by
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making use of the Goresky–MacPherson signature of fibers of maps to spheres. In
particular, the L-class of a singular space will in general only be a homology class,
which need not lift to cohomology under cap product with the fundamental class.

Coincidence with Hirzebruch L-Classes

In the above discussion, it was assumed that the space M is smooth, so that
the Hirzebruch L-classes Li(M) ∈ H 4i (M;Q) are also available. Consider their
Poincaré duals

Ln−4i (M) := Li(M) � [M] ∈ Hn−4i (M;Q).

The next result asserts that the two notions of homology L-classes of smooth
manifolds coincide, namely:

Proposition 3.3.2

Ln−4i (M) = �n−4i (M) ∈ Hn−4i (M;Q). (3.8)

In the proof of Proposition 3.3.2, the following auxiliary result, left here as an
exercise, is needed (see, e.g., [6, Lemma 5.7.1]):

Exercise 3.3.3 Let f : Mn → Sn−4i be a smooth map with regular value p ∈
Sn−4i . Let N := f−1(p) and denote by j : N ↪→ M the inclusion map. Then the
following identity holds in H4i (M):

f ∗(u) � [M] = j∗[N ]. (3.9)

(Here u ∈ Hk(Sk;Z) denotes as before a generator chosen so that 〈u, [Sk]〉 = +1.)

Proof of Proposition 3.3.2 By the non-degeneracy of the Kronecker pairing, it
suffices to show that

〈x,Ln−4i (M)〉 = 〈x, �n−4i (M)〉 (3.10)

for all x ∈ Hn−4i (M;Q).
Recall that i was chosen so that 4i < n−1

2 , so by Serre’s theorem we can represent
such a cohomology class x as x = f ∗(u), for some f : Mn → Sn−4i , which
moreover can be assumed to be smooth. Then, by definition, for a regular value p
of f one has that:

〈f ∗(u), �n−4i (M)〉 = σ(f−1(p)).

So it suffices to show that
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〈f ∗(u),Ln−4i (M)〉 = σ(f−1(p)). (3.11)

By the Hirzebruch signature theorem, the right-hand side of (3.11) is computed as

σ(f−1(p)) = 〈Li(f−1(p)), [f−1(p)]〉.

Set N := f−1(p) and denote by j : N ↪→ M the inclusion map. Using the fact
that the normal bundle νN of N in M is trivial, together with the naturality and
multiplicativity of L-classes, the i-th Hirzebruch L-class of N can be computed as
follows:

j∗Li(M) = j∗Li(TM)

= Li(j∗TM)

= Li(T N ⊕ νN)
= Li(T N)

= Li(N).

(3.12)

Therefore, by using (3.9), one gets:

〈f ∗(u),Ln−4i (M)〉 = 〈f ∗(u),Li(M) � [M]〉
= 〈Li(M), f ∗(u) � [M]〉
= 〈Li(M), j∗[N ]〉
= 〈j∗Li(M), [N ]〉
= 〈Li(N), [N ]〉.

��

Removing the Dimension Restriction

To complete the definition of the Thom L-class �∗(M), it remains to define
�n−4i (M) when 4i ≥ n−1

2 . This is done by crossing with a high-dimensional sphere.
Let

˜M = Mn × Sm,

with m large, and write

ñ := dim ˜M = n+m.
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For m large enough, one has that 4i < n+m−1
2 = ñ−1

2 , and so �ñ−4i (˜M) is defined
as in Section 3.3. Furthermore, it follows by the Künneth isomorphism that

�ñ−4i (˜M) ∈ Hn+m−4i (M
n × Sm;Q)

∼= Hn+m−4i (M
n;Q)⊗H0(S

m;Q)
⊕Hn−4i (M

n;Q)⊗Hm(Sm;Q)
∼= Hn−4i (M

n;Q).

Let

η : Hn+m−4i (M
n × Sm;Q) ∼=→ Hn−4i (M

n;Q)

denote this isomorphism, and define

�n−4i (M) := η(�ñ−4i (˜M)). (3.13)

Exercise 3.3.4 Show that the definition in (3.13) is independent of the choice of
large m, i.e., �n−4i (M) is well defined for all i.

3.4 Goresky–MacPherson L-Classes

In this section, we sketch the construction of the Goresky–MacPherson L-classes
�k(X) ∈ Hk(X;Q) for a closed oriented n-dimensional PL Witt space X. Full
details can be found in [81, 83, 218], or in Friedman’s more recent treatment [75]
on intersection homology. The construction is a direct extension of the Thom–
Pontrjagin approach of Section 3.3 to the PL Witt setting, by making use of the
Goresky–MacPherson intersection homology signature of “generic” fibers of maps
X→ Sk . The basic idea is that such generic fibers admit stratifications with respect
to which they are PL Witt spaces, so a signature invariant of such fibers can be
defined via intersection homology.

Let �0(X) ∈ H0(X;Q) be defined as the class represented by a point in each
component carrying the coefficient corresponding to the (Witt) signature of the
component. When k > 0, the following key result implies that, in suitable situations,
one can assign Witt signature invariants to maps f : X→ Sk .

Proposition 3.4.1 Let X be a closed oriented n-dimensional PL Witt space, and
suppose that Sk , k > 0, has been given an orientation so that f : X → Sk

is a PL map. Then for almost all p ∈ Sk , the inverse image f−1(p) can be
stratified as a closed oriented (n− k)-dimensional PL Witt space embedded in X.
Furthermore, for almost all p, q ∈ Sk , the Witt spaces f−1(p) and f−1(q) have the
same signature; this common signature, denoted by σ(f ), depends only on the PL
homotopy class of f in [X, Sk]PL.
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Here, [−,−]PL denotes the set of PL homotopy classes of PL maps, and “almost
all p” means as before that the statement applies to all p not belonging to the
simplicial (k − 1)-skeleton of some appropriate triangulation of Sk , in particular
one with respect to which f : X → Sk is simplicial. The key idea for the proof of
the above statement is that for almost all p, the fibers f−1(p) have stratifications
with respect to which they are PL Witt spaces, and changing from p to q or changing
from f to a homotopic map will yield PL Witt space bordisms between these fiber
Witt spaces. Since signature is independent of stratification and Witt bordism class,
almost all fibers f−1(p) have the same Witt signature.

Proposition 3.4.1 shows how to assign a number, σ(f ), to each element of
[X, Sk]PL, the PL homotopy set of PL maps from X to Sk . If g : X → Sk is a
map that is not necessarily PL, then by the PL approximation theorem (e.g., see
[108, Lemma 4.2]), g is homotopic to a PL map. Furthermore, by the same theorem,
every continuous homotopy of PL maps is homotopic to a PL homotopy of the same
PL maps. Therefore,

[X, Sk]PL = [X, Sk] = πk(X),

the full set of topological homotopy classes of maps X → Sk , i.e., the k-th
cohomotopy set of X. So one gets by Proposition 3.4.1 a well-defined function

σ : πk(X) −→ Z.

Moreover, one has the following:

Lemma 3.4.2 If k > n+1
2 , σ : πk(X) −→ Z is a homomorphism of abelian groups.

At this point, one can formally repeat all arguments of Section 3.3 (i.e., Serre’s
theorem for the Hurewicz map, and resp., crossing with a large sphere for removing
the dimensionality constraint in Serre’s theorem), to obtain homology classes
�k(X) ∈ Hk(X;Q), called the Goresky–MacPherson1 L-classes of X. Furthermore,
if X is a rational homology (or smooth) manifold, these classes coincide with those
constructed in Section 3.3.

Remark 3.4.3 If n− k is not a multiple of 4, then the signature of every fiber of a
map X → Sk must be 0, by definition. In this case the L-class is trivial. Therefore
the L-classes are typically only defined in dimensions k = n− 4i, i ≥ 0.

Remark 3.4.4 In general, the L-classes �k(X) ∈ Hk(X;Q) are not in the image

of the Poincaré map H ∗(X;Q) �[X]−→ H∗(X;Q). Thus the Goresky–MacPherson
L-classes of (singular) PL Witt spaces are typically only homology characteristic
classes.

1In fact, Goresky and MacPherson defined L-classes only for pseudomanifolds with only even
codimension strata, e.g., irreducible complex algebraic varieties.
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We conclude this section with a single characterizing property of L-classes in
terms of signatures of subspaces.

Definition 3.4.5 A subspace Z ⊂ X is called a trivial normally nonsingular
subspace if the inclusion i : Z ↪→ X extends to a stratified homeomorphism from
R
k ×Z onto some neighborhood U of Z for some k.

If X and Z are PL pseudomanifolds, a trivial normally nonsingular PL subspace
is defined in the obvious way, and if X is a Witt space then so is Z. Given a trivial
normally nonsingular subspace Z of X, one can define a map fZ : X → Sk that
“projects to the nonsingular direction.” Specifically, identifying Sk with the one-
point compactification of Rk with p0 being the point at infinity, the map fZ : X→
Sk takes each image fiber inU of the form i(Rk ×{z}) for z ∈ Z identically to R

k =
Sk − p0, and it maps X −U to p0. If k = 0, the only trivial normally nonsingular
subspaces are the components of X, in which case each component in Z is sent
to 1 ∈ S0 and the other components are sent to 0 ∈ S0. With this notation, the
following result holds:

Theorem 3.4.6 Let Xn be a closed oriented PL Witt space. Then, for every k, there
exists a unique homology L-class �k = �k(X) ∈ Hk(X;Q) such that for every
(n− k)-dimensional trivial normally nonsingular PL subspace Z one has

〈f ∗Z(u), �k〉 = σ(Z), (3.14)

where u ∈ Hk(Sk;Q) is the element such that 〈u, [Sk]〉 = 1.

Remark 3.4.7 Further generalizations of L-classes to similar invariants of self-dual
sheaf complexes have been carried out by Cappell–Shaneson [31], Banagl [4, 5],
and Woolf [246]. Chern classes and Whitney classes for singular varieties have
been developed in the early 1970s by MacPherson [148] and, respectively, Sullivan
[226]. In 1975, Baum–Fulton–MacPherson [9] defined (homology) Todd classes for
singular varieties, generalizing the Riemann–Roch theorem in the singular context.
More recently, Brasselet–Schürmann–Yokura [21] defined (homology) Hirzebruch
classes for singular varieties, which provide a functorial unification of the above-
mentioned Chern-, Baum–Fulton–MacPherson Todd-, and L-classes, respectively
(a feature already existent in the nonsingular case, as described in Hirzebruch’s
seminal book [102]). For a nice survey on characteristic classes of singular spaces,
the reader may consult [216].



Chapter 4
Brief Introduction to Sheaf Theory

In this chapter, we introduce the prerequisites needed later on (in Chapter 6) for
the sheaf-theoretic description of intersection homology groups. For more detailed
accounts, see [113, 23, 122], or [15].

We fix a commutative noetherian ring A of finite cohomological dimension and
(unless otherwise specified) we work with sheaves of A-modules.

4.1 Sheaves

Definition 4.1.1 A presheaf F (of A-modules) on a topological space X is a
contravariant functor from the category of open sets and inclusions to the category
of A-modules. Equivalently, a presheaf F is given by the following data:

(a) to every open subset U ⊆ X associate an A-module F(U), with F(∅) = 0.
(b) to every inclusion i : U ↪→ V of open subsets in X associate an A-module

homomorphism ρVU : F(V ) → F(U) (called restriction), so that ρUU = id

and ρVU ◦ ρWV = ρWU , for open subsets U ⊂ V ⊂ W in X.

The A-module F(U) is referred to as the sections of F over U , and it will be
often denoted by �(U ,F). If U ⊂ V and s ∈ F(V ), then ρVU(s) will be usually
denoted by s|U .

Definition 4.1.2 A presheaf F is called a sheaf (of A-modules) if, in addition, it
satisfies the following gluing property:

(c) Let {Vi | i ∈ I } be a collection of opens in X and suppose that sections si ∈
�(Vi ,F) are given such that si |Vi∩Vj = sj |Vi∩Vj for all i, j ∈ I . Then there
exists a unique section s ∈ �(⋃i∈I Vi ,F) so that s|Vi = si .

Remark 4.1.3 An essential point in the gluing property is that the index set I may
have infinite cardinality.
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Remark 4.1.4 One may, of course, consider sheaves taking values in the category
of sets, without any additional algebraic structure.

A sheaf can be regarded as a device for dealing with properties that are local in
nature and measuring the transition from local to global.

Example 4.1.5

(i) if X is a point, a sheaf on X is an A-module.
(ii) The constant sheaf MX on X for an A-module M is defined by MX(∅) = 0,

MX(U) = {continuous functions f : U → M}, where M is equipped with
the discrete topology. If X is locally connected, then MX(U) = M for every
connected open set U in X.

(iii) The continuous R-valued functions on a topological space X form a sheaf C0
X

(with A = R), where C0
X(U) is the real vector space of continuous maps

U → R and, for U ⊂ V , ρVU is the usual restriction map. Similarly, if X
is a smooth manifold, one defines the sheaf C∞X of smooth functions on X. If
X is an analytic manifold, then one also has a sheaf of analytic functions on X.
For an algebraic variety one can define similarly a sheaf of regular (algebraic)
functions.

(iv) If π : Y → X is a continuous map, define for every open U ⊆ X:

F(U) = {s : U → Y | s is continuous, π ◦ s = idU }.

This assignment defines a sheaf of sets, called the sheaf of sections of π . In
particular, a vector bundle whose fiber is anA-vector space gives rise to a sheaf
of A-vector spaces. Important examples are the sheaf of vector fields coming
from the tangent bundle, or the sheaf of 1-forms associated to the cotangent
bundle.

(v) Let L1 be the presheaf on R whose sections on an open U ⊆ R are given
by �(U ,L1) = L1(U , dx), the Lebesgue integrable functions over U . Cover
R by open bounded intervals Uα , and consider the constant function 1|Uα (as
section) on Uα . Then 1|Uα ∈ L1(Uα). Moreover, on overlaps Uα ∩Uβ , these
sections agree, but one cannot glue them together since the global function 1
on R is not integrable. So L1 is not a sheaf.

Definition 4.1.6 The stalk of a presheaf F at a point x ∈ X is defined as the limit

Fx := lim
x∈U F(U)

over the directed set of open neighborhoods of x.

An element of the stalk Fx is represented by a pair (U , s), where U ⊆ X is an
open neighborhood of x and s ∈ F(U). Moreover, two such representatives (U , s)
and (V , t) are equivalent, and one writes (U , s) ∼ (V , t), if there exists an open set
W ⊆ U ∩ V such that s|W = t |W . Write sx ∈ Fx for such a representative (U , s).
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As seen in Example 4.1.5(v), not every presheaf is a sheaf. However, there is a
canonical way to assign to a presheaf F a sheaf

F+ := Sheaf(F),

called the sheafification of F, so that stalk information is preserved. (Details of
this construction will not be given here; the reader may consult instead any of the
standard references on sheaves.) For this reason, from now on we work only with
sheaves.

Definition 4.1.7 A homomorphism of (pre)sheaves F → G is a collection of
A-module homomorphisms F(U) → G(U) associated to open subsets U ⊆ X,
which are compatible with the restrictions.

With the obvious notions of subsheaf, quotient sheaf, kernel, cokernel, etc., it can
be shown that:

Lemma 4.1.8 Sheaves of A-modules on a topological space X form an abelian
category, denoted by Sh(X).

Moreover, the following holds:

Proposition 4.1.9 A homomorphism of sheaves F → G on X is injective (resp.,
surjective) if and only if the stalk homomorphism Fx → Gx is injective (resp.,
surjective) for all x ∈ X.

We continue with the definition of some important functors.

Definition 4.1.10 Pushforward and pullback

• If f : X → Y is a continuous map and F ∈ Sh(X), the pushforward f∗F ∈
Sh(Y ) is defined by the assignment

f∗F(U) := F(f−1(U))

for every open set U ⊆ Y .
• If f : X→ Y is a continuous map and G ∈ Sh(Y ), the pullback f ∗G ∈ Sh(X) is

defined by assigning to every open V ⊆ X the A-module

f ∗G(V ) := lim
f (V )⊆U G(U)

where the limit is over opens U ⊆ Y containing f (V ). This is only a presheaf,
and we sheafify.

Example 4.1.11 Let f : X→ pt be the constant map to a point space. Then f∗F =
�(X,F) is the global section functor, and if M is an A-module then f ∗M = MX is
the constant sheaf.
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Example 4.1.12 If i : {x} ↪→ X is the inclusion of a point, and M is an A-module,
then i∗M is a skyscraper sheaf at x (so-called because its stalks are 0, except for the
stalk at x). Moreover, if F ∈ Sh(X), then i∗F = Fx .

Exercise 4.1.13 Show that for a continuous map f : X → Y and G ∈ Sh(Y ) one
has

(f ∗G)x ∼= Gf (x).

Proposition 4.1.14 g∗ ◦ f∗ = (g ◦ f )∗ and f ∗ ◦ g∗ = (g ◦ f )∗.
If i : X ↪→ Y is an inclusion and G ∈ Sh(Y ), denote i∗G by G|X, and call it the

restriction of G to the subset X.

Definition 4.1.15 (Sections of a Sheaf Over a Closed Subset) Let Z ↪→ X be a
closed subset in X and let F ∈ Sh(X). The group of sections of F over Z is defined
as:

�(Z,F) := �(Z,F|Z).

The next result states that f ∗ and f∗ are adjoint functors.

Proposition 4.1.16 Let f : X → Y be a continuous map, and let F ∈ Sh(X),
G ∈ Sh(Y ). There are canonical adjunction morphisms f ∗f∗F −→ F and G −→
f∗f ∗G, which yield an isomorphism

HomSh(X)(f
∗G,F) ∼= HomSh(Y )(G, f∗F).

Definition 4.1.17 (Hom Sheaf) If F,G ∈ Sh(X), the sheaf Hom(F,G) is defined
by the assignment:

U �→ HomSh(U)(F|U ,G|U).

Exercise 4.1.18 Show that the group of global sections of Hom(F,G) is the A-
module of all sheaf homomorphisms from F to G, i.e.,

�(X,Hom(F,G)) = HomSh(X)(F,G).

Exercise 4.1.19 Show that for any G ∈ Sh(X), one has the identifications:
HomSh(X)(AX,G) = �(X,G) and Hom(AX,G) = G.

Remark 4.1.20 Note that in general,

Hom(F,G)x �= Hom(Fx ,Gx).

(See Exercise 4.1.21 below.)
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Exercise 4.1.21 Let X = C and let F = Q0 be the skyscraper sheaf with stalks
Fx = 0 for x �= 0 and F0 = Q. Let G = Q

X
and let u : F → G be the

natural injective homomorphism. Let K = Coker u. Show that Hom(G0,K0) �=
Hom(G,K)0.

Definition 4.1.22 (Direct Sum, Tensor Product) If F,G ∈ Sh(X), the direct sum
F⊕ G is the sheaf defined by:

U �→ F(U)⊕ G(U).

The tensor product F⊗ G ∈ Sh(X) is the sheaf associated to the presheaf:

U �→ F(U)⊗A G(U).

Remark 4.1.23 Since direct sums and tensor products commute with direct limits,
one has the stalk identities:

(F⊕ G)x = Fx ⊕ Gx , (F⊗ G)x = Fx ⊗ Gx .

For completeness, we include the following definition, which will be expanded
on in the next chapter:

Definition 4.1.24 (Direct Image with Proper Support) If s ∈ F(U), then the
support of s is defined as

supp(s) = {x ∈ U | sx �= 0}.

If f : X → Y is a continuous map of locally compact topological spaces and
F ∈ Sh(X), define f!F ∈ Sh(Y ) by the assignment

U �→ {s ∈ F(f−1(U)) | f|supp(s) : supp(s)→ Y is proper}.

(Recall that a map between locally compact topological spaces is called proper if
the inverse image of a compact set is compact.)

Example 4.1.25 In the notations and assumptions of Definition 4.1.24, let us
consider some of its special cases:

(a) If f : X→ pt is the constant map to a point space, then f!F = �c(X,F) is the
group (A-module) of global sections of F with compact support.

(b) If f : X ↪→ Y is the inclusion of a subspace, then for every open U ⊆ Y ,
f!F(U) consists of sections s ∈ F(U ∩ X) whose support is compact. In
particular, f!F vanishes outside X.

(c) If i : X ↪→ Y is a closed inclusion, then i! = i∗. In general, if f : X → Y is
proper, then f! = f∗.
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Definition 4.1.26 (Sections with Support in a Closed Subset) If U ⊆ X is open
and K is a closed subset of U , set

�K(U ,F) := Ker
(

F(U)→ F(U −K))

for the subgroup (submodule) of �(U ,F) consisting of sections whose support is
contained in K .

4.2 Local Systems

Definition 4.2.1 An A-local system on a topological space X is a locally constant
sheaf L of A-modules on X, i.e., there is an open covering {Ui}i of X and a family
of A-modules {Mi}i so that L|Ui  Mi , the constant sheaf on Ui associated to the
A-module Mi . If X is connected, one can replace the family {Mi}i by a single A-
module M . If Mi are all free of finite rank r (and A is a field or a principal ideal
domain), then L is said to have rank r . If the covering {Ui}i can be chosen to be the
trivial cover {X}, then L is a trivial (constant) local system.

Example 4.2.2 For an n-dimensional manifold X, define its orientation sheaf by

OrX := Sheaf
(

U �→ Hn(X,X−U ;A)),

that is, the sheafification of the presheaf defined by the assignmentU �→ Hn(X,X−
U ;A). If ∂X = ∅, then OrX is a locally constant sheaf with stalks isomorphic to A.
It is constant if X is orientable. If ∂X �= ∅, then OrX|∂X = 0.

From now on, we assume that X is paracompact, Hausdorff, path-connected and
locally simply connected (e.g.,X is a connected complex algebraic variety endowed
with the complex topology). In particular, X has a universal cover. Under these
assumptions, there are several classical descriptions of local systems, e.g., see [113,
Page 252] and [219, Page 58, Page 360]:

Proposition 4.2.3 The following categories are equivalent:

(i) A-local systems on X;
(ii) covariant functors from the fundamental groupoid of X to the category of A-

modules;
(iii) representations ρ : π1(X, x0) → Aut(M), where x0 is a basepoint in X, and

M is an A-module.

Given anA-local system L onX, a representation ρ : π1(X, x0)→ Aut(Lx0) can
be obtained as follows: pick a loop γ : [0, 1] → X at x0 and use local trivializations
of L along the loop γ to move elements in Lx0 along Lγ (t), back to Lx0 . Conversely,
given a representation ρ : π1(X, x0)→ Aut(M), a local system associated to ρ can
be defined as the sheaf of local sections of the natural projection map ˜X×GM → X,
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where (˜X, x̃) → (X, x0) is the universal cover of X, G = π1(X, x0) acts on ˜X by
deck transformations, and M is endowed with the discrete topology.

Exercise 4.2.4 Use Proposition 4.2.3 to show that a local system on a contractible
space is isomorphic to a constant sheaf.

Exercise 4.2.5 Use Proposition 4.2.3 to show that if L and M are A-local systems
on X, then L⊕M, L⊗M, and Hom(L,M) are also local systems.

Remark 4.2.6 In view of the correspondence of Proposition 4.2.3, terminology from
representation theory can be carried over to local systems. For example, an irre-
ducible (or simple) local system is defined by an irreducible representation, while
a semi-simple local system corresponds to a completely reducible representation of
the fundamental group.

Definition 4.2.7 If L is an A-local system on X, its dual is defined as

L∨ := Hom(L,AX).

Exercise 4.2.8 Given an A-local system L on X, show that its dual L∨ is also
an A-local system. Find its stalk L∨x and the corresponding representation ρ∨ :
π1(X, x)→ Aut(L∨x ) as given by Proposition 4.2.3.

It is easy to see that:

Proposition 4.2.9 The category Loc(X) of A-local systems on X is a full abelian
subcategory of the category Sh(X) of sheaves of A-modules on X.

Using Proposition 4.2.3(ii), a local system L on X corresponds to an A-module
Lx for each x ∈ X, and an isomorphism α∗ : Lα(0) → Lα(1) for every continuous
path α : [0, 1] → X, so that:

(a) α∗ = β∗ if α and β are homotopic paths with the same endpoints;
(b) (α ∗ β)∗ = β∗ ◦ α∗ if α(1) = β(0), where α ∗ β denotes the concatenation of

paths α and β.

Denote the local system corresponding to a representation as in Proposi-
tion 4.2.3(iii) by (M , ρ). Then one easily gets the following:

Proposition 4.2.10 If f : X→ Y is a continuous map, and L is a local system on
Y given by a representation (M , ρ), then f ∗L is a local system on X given by the
representation (M , ρ ◦ f∗), with f∗ : π1(X, x0)→ π1(Y , f (x0)) induced by f .

Remark 4.2.11 If f : X → Y is a continuous map, and L is a local system on X,
then f∗L is not necessarily a local system on Y . For example, if L is a non-trivial
local system on C

∗ and f : C∗ → C is the inclusion map, then f∗L is not a local
system on C (as it is not the constant sheaf).

Exercise 4.2.12 Show that if f : X → Y is a finite (unramified) covering map
and L is a sheaf of A-modules on X, then L is a local system on X if and only if



60 4 Brief Introduction to Sheaf Theory

f∗L is a local system on Y . If L is a local system on X, describe the representation
corresponding to f∗L.

Homology with Local Coefficients

If σ : i → X is a singular i-simplex of X, and L is a local system on X, then σ ∗L
is a local system on i . Since π1(i) = 0, it follows that σ ∗L is a constant sheaf
on i . Let

Lσ := σ ∗L(i).

Then the restriction maps

ρσp : Lσ −→ (σ ∗L)p = Lσ(p)

are isomorphisms for all p ∈ i . If τ is a face of σ , and p ∈ τ , the composition

ρστ := (ρτp)
−1 ◦ ρσp : Lσ −→ Lτ

is independent of the chosen point p.
Let Si(X,L) be the A-module consisting of all formal finite linear combinations

ξ =
∑

σ

�σ σ

with σ running through the singular i-simplices of X and �σ ∈ Lσ . Define a
boundary operator

∂i : Si(X,L) −→ Si−1(X,L)

∂i(ξ) =
∑

σ

∑

τ face of σ

±ρστ (�σ ) · τ ,

with the sign depending on orientation as in the classical case. It then follows that

∂i ◦ ∂i+1 = 0.

The homology of X with local coefficients L is defined as:

Hi(X;L) := Ker ∂i/Image ∂i+1.

Similarly, cohomology groups Hi(X;L) can be defined by dualizing the above
construction. In particular, when A is a field and L is an A-local system, one gets
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Hi(X;L∨) ∼= Hi(X;L)∨ (4.1)

for all integers i, where −∨ on the right-hand side denotes the dual A-vector space.

Exercise 4.2.13 Let X = C
∗ and assume that A is a field. Let LT be the local

system on X corresponding to the representation

ρ : π1(X, 1) ∼= Z −→ GLr(A) = Aut(Ar)

1 �−→ T .

Show that

Hi(X;LT ) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

Coker (T − id), i = 0,

Ker (T − id), i = 1,

0, i > 1.

Remark 4.2.14 An alternative definition of homology with local coefficients goes
as follows (see, e.g., [61, page 50] and the references therein). Let G = π1(X, x0)

be the fundamental group of X, and let ρ : G → Aut(M) be the representation
associated to the local system L. Let H ⊆ G be a normal subgroup so that H ⊆
Ker ρ. Let XH → X be the (unramified) covering corresponding to H , with group
of covering transformations G′ = G/H . Let ρ′ : G′ → Aut(M) be the induced
representation. As above, let S∗(XH ) be the singular chain complex of XH with
A-coefficients. Consider the equivariant tensor product

S∗(X,L) = S∗(XH )⊗G′ M

and the equivariant Hom

S∗(X,L) = Hom∗G′(S∗(XH ),M).

The homology groups of these chain complexes of A-modules yield the
(co)homology groups H∗(X;L) and H ∗(X;L) of X with local coefficients L.

Exercise 4.2.15 Let A be a field and let L be an A-local system of rank r on a
finite CW complex X. Show that the A-vector space Hi(X;L) is finite dimensional
for every integer i, and the corresponding Euler characteristic is computed by the
formula:

χ(X,L) :=
∑

i

(−1)i dimA Hi(X;L) = r · χ(X).
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Exercise 4.2.16 Let X be a connected space, with fundamental group G = π1(X),
and let ρ : G→ Aut(M) be the representation associated to the local system L on
X. Show that

H 0(X;L) ∼= Mπ1(X),

where Mπ1(X) denotes the fixed part of M under the π1(X)-action.

Remark 4.2.17 When A = C and X is a complex analytic manifold, there is an
equivalence of categories between the category of finite rank C-local systems L on
X and the category of holomorphic vector bundles V on X with a flat connection

∇ : V→ V⊗�1
X,

with �1
X denoting the (locally free) sheaf of holomorphic 1-forms on X. Under this

equivalence, the vector bundle associated to a local system L is

V := L⊗CX
OX,

and the connection is the unique integrable connection whose sheaf of horizontal
sections Ker ∇ is exactly L. (As customary, OX denotes the sheaf of germs
of holomorphic functions on X.) A similar equivalence holds between R-local
systems on a real smooth manifold and real smooth vector bundles V with a flat
integrable connection, with OX and �1

X the sheaf of smooth real-valued functions
and, respectively, one-forms on X.

Intersection Homology with Local Coefficients

Suppose now that X is a topological pseudomanifold with a fixed stratification

X = Xn ⊇ Xn−2 ⊇ · · · ⊇ X0.

To make the above construction work in intersection homology, one only needs
the local system L to be defined on the dense open part X −Xn−2 of X. Indeed,
the allowability conditions on intersection i-chains ξ (e.g., using King’s singular
version of the theory) guarantee that if the coefficient �σ of ξ is non-zero, then
σ−1(X−Xn−2) �= ∅, and similarly τ−1(X−Xn−2) �= ∅ for every face τ of σ . So
one can define as above the intersection homology groups IHp

i (X;L) for a local
system L defined on X−Xn−2. For more details, see e.g., [75, Section 6.3.3].
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4.3 Sheaf Cohomology

In this section, we extend the notion of cohomology of locally constant sheaves to
arbitrary sheaves.

Definition 4.3.1 A resolution K• of a sheaf F is a collection of sheaves {Ki}i≥0
fitting into an exact sequence:

0 −→ F
d−1−→ K0 d0−→ K1 d1−→ · · · .

Example 4.3.2 (de Rham Complex) Let X be a smooth manifold and let A = Z.
Associate to an open set U ⊆ X the group Ai (U) of differential i-forms on U . The
presheaf U �→ Ai (U) is a sheaf on X, denoted Ai . Exterior derivation gives a map
d : Ai (U)→ Ai+1(U), which induces sheaf maps

d : Ai → Ai+1,

and one can form the de Rham complex A•X by:

A•X : A0 d−→ A1 d−→ A2 d−→ · · ·

Let RX be the constant sheaf with stalk R on X. There is a monomorphism

RX ↪→ A0

defined by assigning to a real number r ∈ (RX)x the germ of the constant function r
in (A0)x . The Poincaré lemma states that every closed form on the Euclidean space
is exact, therefore the sequence:

0 −→ RX −→ A0 d−→ A1 d−→ A2 d−→ · · ·

is exact on Euclidean balls, hence exact. Thus the de Rham complex A•X is a
resolution of the constant sheaf RX.

Definition 4.3.3 (Injective Sheaf) A sheaf I ∈ Sh(X) is injective if, for every sheaf
monomorphism F ↪→ G and a sheaf map F → I, there exists an extension G → I.
In other words, I is injective if and only if HomSh(X)(−, I) is an exact functor.1

1A functor F : A → B of abelian categories is left exact if a short exact sequence 0 → A′ →
A→ A′′ → 0 in A is sent by F to an exact sequence 0 → F(A′)→ F(A)→ F(A′′). F is right
exact if F(A′) → F(A) → F(A′′) → 0 is exact. F is exact if F preserves exact sequences, i.e.,
0 → F(A′)→ F(A)→ F(A′′)→ 0 is exact.



64 4 Brief Introduction to Sheaf Theory

The category of sheaves Sh(X) has enough injectives in the following sense:

Lemma 4.3.4 Every sheaf F ∈ Sh(X) is a subsheaf of an injective sheaf.

(Here, one uses in an essential way the fact that the category of A-modules has
enough injectives.)

This fact can be used to show the following:

Proposition 4.3.5 Every sheaf F ∈ Sh(X) has a canonical injective resolution.

Proof This can be constructed inductively as follows. Construct I0 and d−1 :
F → I0 as in Lemma 4.3.4. Assuming Ii has been constructed, embed the
cokernel Ii/Image di−1 into an injective Ii+1 using Lemma 4.3.4, and let di be
the composition

Ii � Ii/Image di−1 ↪→ Ii+1.
��

Definition 4.3.6 (Sheaf Cohomology) The i-th sheaf cohomology of X with coef-
ficients in F ∈ Sh(X) is the A-module defined by:

Hi(X;F) := Hi�(X, I•),

where F→ I• is the canonical injective resolution of F.

Remark 4.3.7 Since �(X,−) is a left exact functor, there is an exact sequence

0 −→ �(X,F) −→ �(X, I0) −→ �(X, I1).

In particular,

H 0(X;F) = �(X,F).

Exercise 4.3.8 Show that a homomorphism F→ G of sheaves induces correspond-
ing sheaf cohomology homomorphisms:

Hi(X;F) −→ Hi(X;G).

Exercise 4.3.9 Show that Hi(X;F) is independent of the choice of injective
resolution of F.

Proposition 4.3.10 Given a short exact sequence

0 −→ E −→ F −→ G −→ 0

of sheaves on X, there is an associated long exact sequence on sheaf cohomology:

· · · → Hi(X;E)→ Hi(X;F)→ Hi(X;G)→ Hi+1(X;E)→ · · ·
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Definition 4.3.11 (Acyclic Sheaf) A sheaf F ∈ Sh(X) is called acyclic if
Hi(X;F) = 0, for all i > 0.

Example 4.3.12 Injective sheaves are acyclic.

Exercise 4.3.13 Show that sheaf cohomology Hi(X;F) can be computed by using
a resolution of F by acyclic sheaves (e.g., see [23, Theorem II.4.1]).

Definition 4.3.14 (Soft Sheaf) A sheaf F ∈ Sh(X) is soft if the restriction map
�(X,F) −→ �(K ,F) is surjective for all closed subsets K ⊂ X.

Proposition 4.3.15 ([23, Theorem II.9.11]) IfX is a paracompact space, then soft
sheaves are acyclic.

Example 4.3.16 Let X be a (paracompact) smooth manifold, and let RX −→ A•X
be the de Rham resolution of Example 4.3.2. It can be shown (by using a partition
of unity) that every Ai is a soft sheaf, so for computing the sheaf cohomology
Hi(X;RX) of X with constant sheaf coefficients RX one can use the de Rham
resolution, to get what is usually called the smooth de Rham theorem:

Hi(X;RX) ∼= Hi�(X, A•X) = Hi(A•X(X)) =: Hi
DR(X),

with Hi
DR(X) the de Rham cohomology of X.

Example 4.3.17 If X is a complex analytic manifold, and �iX denotes the sheaf of
holomorphic i-forms on X, then one obtains a resolution

CX −→ �•X

of the constant sheaf CX on X. However, the sheaves �iX are no longer acyclic in
general (since there is no holomorphic partition of unity). The acyclicity property
holds though when X is a Stein manifold (see [125, Section 52]).2 So in this case
one has the complex analytic de Rham theorem:

Hi(X;CX) ∼= Hi�(X, �•X) = Hi(�•X(X)).

More generally, using Remark 4.2.17, one has the following:

Example 4.3.18 If X is a real smooth or complex analytic manifold, one can
compute the cohomology groups with coefficients in a C-local system L by using
the twisted de Rham complex

2A Stein manifold is a complex manifold X so that every coherent OX-sheaf F is acyclic. (Recall
that F is coherent if it has locally a finite presentation OnX → OmX → F→ 0, e.g., F is the locally
free sheaf of sections of a holomorphic vector bundle.) For example, a closed complex submanifold
of some CN (e.g., a nonsingular affine complex variety) is a Stein manifold.
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(�•X(V),∇) : 0 −→ V
∇−→ �1

X(V)
∇−→ �2

X(V)
∇−→ · · · ,

where (V,∇) is the integrable (flat) connection corresponding to the local system L

and

�iX(V) := �iX ⊗OX
V.

In the real case, the twisted de Rham complex provides a soft resolution of L, while
in the complex case it is a resolution of L that moreover is acyclic if X is a Stein
manifold. Therefore, if X is a Stein manifold, one gets (e.g., see [61, Theorem
2.5.11]):

Hi(X;L) ∼= Hi(�•X(V)(X)).

In particular, Hi(X;L) = 0 for X Stein and i > n = dimCX.

Let us conclude this section with the following important observation. If X
is a paracompact Hausdorff space that is locally contractible, then the singular
cohomology groups H ∗(X;A) of X with A-coefficients are isomorphic to the sheaf
cohomology of the constant sheaf AX, that is,

H ∗(X;A) ∼= H ∗(X;AX). (4.2)

(See, e.g., [23, Chapter III] and also [61, Remark 2.5.12].) For example, the
isomorphism (4.2) holds when X is a topological manifold, a CW complex, or a
complex algebraic variety. So, in these cases, results about singular cohomology
can be deduced from sheaf cohomology considerations. However, for arbitrary
topological spaces, singular cohomology and sheaf cohomology with constant
coefficients may be different. In fact, this can already be seen at the level of H 0.
Indeed, the 0-th singular cohomology H 0(X;Z) is the group of all functions from
the set of path components of X to the integers Z, whereas the sheaf cohomology
H 0(X;ZX) is the group of locally constant functions from X to Z. These are
different, for example, when X is the Cantor set. We leave the details of the
calculation in this case as an exercise for the interested reader.

4.4 Complexes of Sheaves

A resolution of a sheaf is what is called a complex of sheaves.

Definition 4.4.1 A complex of sheaves (or differential graded sheaf, DGS) F• on
X is a collection of sheaves Fi , i ∈ Z, and homomorphisms (called differentials)
di : Fi → Fi+1 so that di ◦ di−1 = 0.
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Definition 4.4.2 The i-th cohomology sheaf of a DGS F• is

Hi (F•) := Ker di/ Image di−1,

that is, the sheaf associated to the presheaf defined by U → Hi�(U ,F•).

Remark 4.4.3 As taking stalks is an exact functor, one gets

Hi (F•)x ∼= Hi(F•x).

Example 4.4.4 A sheaf F can be regarded as a complex of sheaves F• with F0 = F,
Fi = 0 for i �= 0, and di = 0 for all i. In this case, the complex F• is said to be
concentrated in degree 0.

Definition 4.4.5 A morphism of complexes f • : F• → G• is a collection of sheaf
homomorphisms f i : Fi → Gi , i ∈ Z, so that each square

d

d

f f

1

1

1

ii
i

i

i i

i i

commutes.

Proposition 4.4.6 A morphism of complexes f • : F• → G• induces sheaf maps

Hi (f •) : Hi (F•) −→ Hi (G•)

for all i ∈ Z.

Definition 4.4.7 A morphism of complexes f • : F• → G• is called a quasi-
isomorphism if Hi (f •) is a sheaf isomorphism for all i ∈ Z.

Example 4.4.8 A resolution K• of a sheaf F is a quasi-isomorphism F −→ K•.

Definition 4.4.9 A resolution K• of a complex F• is a quasi-isomorphism
F• −→ K•.

Denote byC(X) the category of complexes of sheaves with the above morphisms.
With the obvious definition of kernel and cokernel complexes, it can be seen that
C(X) is an abelian category.

To a bounded (from below) complex of sheaves one can associate global
cohomological objects called hypercohomology groups (or A-modules). These
agree with the sheaf cohomology for a single sheaf, when that sheaf is regarded
as a complex concentrated in degree zero.

Definition 4.4.10 A complex F• ∈ C(X) is bounded from below (in which case
we write F• ∈ C+(X)) if there is n ∈ Z so that Fi = 0 for all i < n. Notions of
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a bounded from above complex F• ∈ C−(X), and, resp., bounded complex F• ∈
Cb(X) are defined similarly.

The following result holds (e.g., see [15, Corollary V.1.18]):

Proposition 4.4.11 Every bounded (from below) complex F• has a canonical
injective resolution F• → I• that is bounded (from below).

Definition 4.4.12 (Hypercohomology) The hypercohomology groups (or A-
modules) H

i (X;F•) of a space X with coefficients in a bounded from below
complex of A-sheaves F• are defined by

H
i (X;F•) := Hi�(X, I•),

where F• → I• is the canonical injective resolution of F•.

The following result is very useful in computations:

Proposition 4.4.13 (Hypercohomology Spectral Sequence) If F• ∈ C+(X) is a
bounded from below complex of sheaves, there is a convergent spectral sequence
with

E
p,q
2 = Hp(X;Hq(F•)) !⇒ H

p+q(X;F•). (4.3)

As an application of the hypercohomology spectral sequence, one has the
following:

Corollary 4.4.14 A quasi-isomorphism f • : F• → G• of bounded from below
complexes induces isomorphisms

H
i (X;F•) ∼= H

i (X;G•)

on hypercohomology groups.

Typically, one is more interested in the (hyper)cohomology of a complex than in
the complex itself. So it would be convenient to work in a category of complexes
of sheaves where two quasi-isomorphic complexes are interchangeable. Moreover,
such a category should extend the category of sheaves in the sense that the sheaf
functors should extend to functors between complexes. However, there are obvious
technical problems with such demands, as can already be seen from Example 4.3.16:
the quasi-isomorphism RX −→ A•X does not induce in general a cohomology
isomorphism upon applying the global section functor �(X,−), as the de Rham
cohomology of X does not necessarily vanish in positive degrees. These issues
will be remedied at once, with the introduction of derived categories and derived
functors.

Let us first define some further operations on complexes that will be needed later
on.
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Definition 4.4.15 (Shift Functor) The shift functor [n] : C(X)→ C(X) is defined
by (F•[n])i = Fi+n and diF•[n] = (−1)ndi+nF• . Given a morphism of complexes
f • : F• → G•, there is a shifted morphism f •[n] : F•[n] → G•[n] given by
(f •[n])i = f i+n.

Definition 4.4.16 (Truncation Functors) The truncation functors τ≤n, τ≥n :
C(X)→ C(X) are defined by:

τ≤nF• = · · · → Fn−2 → Fn−1 → Ker (dn)→ 0 → 0 → · · ·

τ≥nF• = · · · → 0 → 0 → Coker (dn−1)→ Fn+1 → Fn+2 → · · ·

Induced morphisms τ≤nf , τ≥nf are obtained in the obvious way.

The truncation functors are designed to satisfy the following:

Proposition 4.4.17

Hi (τ≤nF•) ∼=
{

Hi (F•), i ≤ n,

0, i > n.

Hi (τ≥nF•) ∼=
{

0, i < n,

Hi (F•) i ≥ n.

These truncation functors will play a crucial role in Chapter 6, where the Deligne
construction of the intersection cohomology complex will be presented.

Definition 4.4.18 (Complex of Homomorphisms) For F•,G• ∈ C(X), we define
Hom•(F•,G•) ∈ C(X) by

Homn(F•,G•) =
∏

p∈Z
Hom(Fp,Gp+n)

with

dn =
∏

p

dnp : Homn(F•,G•)→ Homn+1(F•,G•)

defined as follows: on an open subset U of X, we let

dnp : Hom(Fp|U ,Gp+n|U)→ Hom(Fp|U ,Gp+n+1|U)
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be given by

dnp(fp) = d
p+n
G• ◦ fp + (−1)n+1fp+1 ◦ dpF• , (4.4)

for {fp}p∈Z ∈
∏

p Hom(Fp|U ,Gp+n|U).
Definition 4.4.19 (Direct Image and Pullback Complexes) If f : X → Y is a
continuous map, and F• ∈ C(X) and G• ∈ C(Y ) are complexes of sheaves, define
the direct image complex f∗F• ∈ C(Y ) by

(f∗F•)i = f∗(Fi ), dif∗F• = f∗(diF•),

and the pullback complex f ∗G• ∈ C(X) by

(f ∗G•)i = f ∗(Gi ), dif ∗G• = f ∗(diG•).

Remark 4.4.20 Since f ∗ is an exact functor, it follows that

Hi (f ∗G•) ∼= f ∗Hi (G•).

Moreover, pullback commutes with truncation.

Definition 4.4.21 (Tensor Product of Complexes) Given two bounded from
above complexes F•,G• ∈ C−(X), define their tensor product F• ⊗ G• ∈ C−(X)
by:

(F• ⊗ G•)i =
⊕

p+q=i
Fp ⊗ Gq ,

with differential

d(xp ⊗ yq) = dxp ⊗ yq + (−1)pxp ⊗ dyq

for xp ∈ Fp, yq ∈ Gq .

Exercise 4.4.22 Show that a pair of morphisms ui : F•i → G•i , i = 1, 2, induces a
morphism u1 ⊗ u2 : F•1 ⊗F•2 → G•1 ⊗ G•2.

Definition 4.4.23 (External Tensor Product of Complexes) Let X1 and X2 be
topological spaces, with projections pi : X1 ×X2 → Xi , i = 1, 2. The external
tensor product of bounded (above) complexes F•1 ∈ C−(X1) and F•2 ∈ C−(X2) is
defined as:

F•1 � F•2 := p∗1F•1 ⊗ p∗2F•2.



4.5 Homotopy Category 71

4.5 Homotopy Category

Definition 4.5.1 Two morphisms of complexes f •, g• : F• → G• in C(X) are
homotopic if there exists a collection {si}i∈Z of sheaf maps si : Fi → Gi−1 (called
a homotopy), so that:

di−1
G• ◦ si + si+1 ◦ diF• = f i − gi

for all i ∈ Z. A morphism is called null-homotopic if it is homotopic to the zero
morphism.

When working with complexes, many diagrams commute only up to homotopy.
In order to have these diagrams actually commute, one needs to work in a cate-
gory where homotopy equivalences become isomorphisms. This is the homotopy
category K(X) defined as follows:

(i) Objects:

Ob(K(X)) = Ob(C(X)),

(ii) Morphisms:

HomK(X)(F
•,G•) = [F•,G•] := {[f •] | f • ∈ HomC(X)(F

•,G•)},

where [f •] denotes the homotopy class of f •.

Composition of morphisms [f •] ◦ [g•] = [f • ◦ g•] is well defined since composi-
tions of homotopic maps are homotopic.

Remark 4.5.2 One has the following identification:

�(X,Hom•(F•,G•)) = [F•,G•].

In fact, by (4.4), the n-cycles of �(X,Hom•(F•,G•)) are in one-to-one correspon-
dence with morphisms of complexes F• → G•[n], and the n-boundaries correspond
to morphisms that are homotopic to zero. Thus,

Hn�(X,Hom•(F•,G•)) = [F•,G•[n]] . (4.5)

It is easy to see that K(X) is an additive category: there is a zero element for the
obvious addition of homotopy classes, and Hom(−,−) is an abelian group.

Note that if f • is a homotopy equivalence, then [f •] is invertible in K(X), with
inverse [g•], where g• is a homotopy inverse of f •. However,K(X) is not an abelian
category, as the following example shows:

Example 4.5.3 Assume X is a point and work over Z, so Sh(X) = Ab, the category
of abelian groups. Under this assumption, let F : C(X) → K(X) be the quotient
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functor, i.e., F(F•) = F• and F(f •) = [f •]. This example shows that K(X) is not
an abelian category such that F is an exact functor.

Consider the following short exact sequence in C(X):

i

j 1

1

1

0 0

0

0

0 0 0

0

00

The map G• → 0• is a homotopy equivalence (with homotopy inverse 0• → G•),
since G• 1−→ G• and G• 0−→ G• are homotopic. So, F(G•) ∼= F(0•) = 0• in K(X). If
K(X) were an abelian category such that F is an exact functor, then the short exact
sequence

0 −→ F(F•) F (i
•)−→ F(G•) F (j

•)−→ F(K•)−→0

would imply that F(F•) ∼= Image F(i•) ∼= Ker F(j•) ∼= 0•. But cohomology is a
homotopy invariant, and H ∗(F (F•)) = H ∗(F•) �= 0, which gives a contradiction.

Therefore, one has to look for a substitute for short exact sequences in K(X).
Such a substitute should still have the property that it induces long exact sequences
in (hyper)cohomology. In fact, K(X) has a structure of a triangulated category, in
which the role of exact sequences is played by triangles, i.e., objects of the form:

A• −→ B• −→ C• [1]−→ A•[1].

We shall not get here into details about triangulated categories, but list instead the
basic notions needed in the sequel. For a very instructive overview, the reader may
consult [15, V.5], or see [6, Chapter II] for a more detailed account.

Given complexes A•,B• ∈ C(X) and a morphism u• : A• → B•, the mapping
cone of u• is the complex

C•u := A•[1] ⊕B•, (4.6)

i.e., Ciu = Ai+1 ⊕Bi , with differential di : Ciu → Ci+1
u defined by
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(−di+1
A 0

ui+1 diB

)

.

There is a natural inclusion i• : B• → C•u and the projection p• : C•u → A•[1]. The
triangle

A• u•−→ B• i•−→ C•u
p•−→ A•[1] (4.7)

is called a standard (or distinguished) triangle. Every triangle in K(X) is “isomor-
phic” to a standard triangle. Every morphism in K(X) can be “embedded” in a
distinguished triangle.

A triangle A• → B• → C• → A•[1] in K(X) induces a long exact sequence in
sheaf cohomology:

· · · → Hi (A•)→ Hi (B•)→ Hi (C•)→ Hi+1(A•)→ · · · .

Moreover, if all complexes in question are bounded from below (i.e., they are
elements of K+(X)), then the above triangle also induces a long exact sequence
of hypercohomology groups

· · · → H
i (X;A•)→ H

i (X;B•)→ H
i (X;C•)→ H

i+1(X;A•)→ · · · .

This fact is usually referred to by saying that the functors H0 : K(X)→ Sh(X) and
H

0(X;−) : K+(X)→ A−mod are cohomological functors.

4.6 Derived Category

Next, one would like to be able to associate a triangle to every short exact sequence
of complexes in C(X). More precisely, given such a short exact sequence

0 → A• u•−→ B• v•−→ C• → 0 (4.8)

in C(X), one would like to make sense of a triangle

A• u•−→ B• v•−→ C• [1]−→ A•[1]

in K(X). Let C•u be the mapping cone of u• as in (4.6) and define f i : Ciu → Ci by
f i = (0, vi). This gives a morphism

f • : C•u → C•,
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which is a quasi-isomorphism (as can be seen easily by comparing the associated
long exact sequences induced by (4.8) and (4.7) in hypercohomology). Moreover,
it can be shown that if the given short exact sequence (4.8) splits, then f • is a
homotopy equivalence.

Thus, if the sequence (4.8) splits in C(X), then one can replace C•u by C• in (4.7)
and get an associated triangle

A• → B• → C• → A•[1]

in K(X) for the given short exact sequence in C(X).
However, this is not the case in general, so one needs to devise a new

(triangulated) category D(X), the derived category, where quasi-isomorphisms in
C(X) become isomorphisms in D(X), so there will be a distinguished triangle in
D(X) associated to every short exact sequence inC(X), even if the given short exact
sequence does not split.

The derived category was introduced by J.L. Verdier in his doctoral dissertation
[236] (a summary of which had earlier appeared in SGA 4 1

2 [234]), and the
construction is based on localization of a category, a generalization of localization
of a ring.

More concretely, the derived category D(X) is constructed by localizing K(X)
at the multiplicative system of quasi-isomorphisms. The objects of D(X) are

Ob(D(X)) = Ob(K(X)) = Ob(C(X)).

But a morphism A• −→ B• in D(X) is defined as an equivalence class of roofs (or
fractions):

{A• q.i.←−− C• → B•}/ ∼,

with “q.i” labelling a quasi-isomorphism, where two roofs A• q.i.←−− C•1 → B• and

A• q.i.←−− C•2 → B• are equivalent if there is a third roof A• q.i.←−− C•3 → B• such that
the following diagram commutes:

q.i.

q.i.

q.i.

2

3

1



4.6 Derived Category 75

Remark 4.6.1 For concreteness and simplicity of exposition, all considerations
above were applied to the abelian category Sh(X) of sheaves of A-modules on X.
But one can associate an abelian category of complexes C(A), a homotopy category
K(A) and a derived category D(A) to every abelian category A. Moreover, the
definition of truncation functors τ≤n, τ≥n for complexes in C(X) clearly also applies
to complexes in C(A), for every abelian category A. Since

τ≤n, τ≥n : C(A) −→ C(A)

take null-homotopic morphisms to null-homotopic morphisms, truncations are well
defined on the homotopy category:

τ≤n, τ≥n : K(A) −→ K(A).

Moreover, since τ≤n, τ≥n preserve quasi-isomorphisms, truncation functors are also
well defined on the derived category:

τ≤n, τ≥n : D(A) −→ D(A).

Exercise 4.6.2 In the notations of Definition 4.4.16, show that if F•,G• ∈ C(X)

are complexes of sheaves on X so that F•  τ≤s(F•) and G•  τ≥s(G•) for some
integer s, then the natural map

HomD(X)(F
•,G•) −→ HomSh(X)(H

s(F•),Hs(G•))

is an isomorphism of abelian groups.

The following elementary splitting criterion plays an important role in the de
Cataldo–Migliorini proof of the BBDG decomposition theorem (see Section 9.3):

Proposition 4.6.3 Let C• u→ A• v→ B• [1]→ C•[1] be a distinguished triangle in
D(X), and let s be an integer so that A•  τ≤s(A•) and C•  τ≥s(C•). Then
Hs(u) : Hs(C•)→ Hs(A•) is an isomorphism if, and only if,

A•  τ≤s−1B
• ⊕Hs(A•)[−s]

and the map v is the direct sum of the natural map τ≤s−1B
• → B• and the zero

map.

Proof See [48, Proposition 3.1.2]. ��
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4.7 Derived Functors

Let A and B be abelian categories. An additive functor F : A → B induces in an
obvious way a functor F : C(A) → C(B) between the associated categories of
complexes. If f • ∈ HomC(A)(A•,B•) is null-homotopic with homotopy {si}, then
{F(si)} is a null-homotopy for F(f •). Thus F induces a functor

F : K(A) −→ K(B)

between the homotopy categories. As an example, if f : X → Y is a continuous
map of topological spaces, the direct image f∗ : K(X) → K(Y) and inverse
image f ∗ : K(Y) → K(X) are well-defined functors on the homotopy category
of complexes of sheaves.

The next natural question to ask is the following: does an additive functor F :
A→ B of abelian categories furthermore induce a functor F : D(A)→ D(B) on
derived categories?

The answer in general is no, as F : K(A) −→ K(B) need not take quasi-
isomorphisms to quasi-isomorphisms, as the following example shows.

Example 4.7.1 Let F : A → B be an additive functor that is not exact. Let A•

be an acyclic complex in C(A), so that F(A•) is not acyclic. Then A• 0−→ 0• is a

quasi-isomorphism. On the other hand, F(0) = 0 as F is additive, and F(A•) F (0)=0−→
F(0•) = 0• is not a quasi-isomorphism since F(A•) is not acyclic.

An exact functor F : A → B indeed gives rise to a functor F : D(A) →
D(B) on derived categories, since the homotopy category functor F : K(A) −→
K(B) transforms quasi-isomorphisms to quasi-isomorphisms. The induced functor
F : D(A) → D(B) will then transform distinguished triangles into distinguished
triangles. However, most important functors on abelian categories, such as Hom, ⊗,
�(X,−), direct image, are not exact. This shows the need of a mechanism to extend
additive functors F : A → B of abelian categories to corresponding (right or left)
derived functors DF : D(A)→ D(B) on derived categories.

We shall begin our discussion with right derived functors RF and A an abelian
category with enough injectives, such as Sh(X). LetD+(A),D−(A),Db(A) denote
the corresponding derived categories of complexes in C(A) that are bounded from
below, bounded from above, resp., bounded.

Definition 4.7.2 Let F : A → B be a left exact functor on an abelian category A
with enough injectives. Then the right derived functor

RF : D+(A) −→ D(B)

of F is defined as

RF(A•) = F(I•),
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where I• is an injective resolution of A•. The i-th derived functor of F is defined
as:

RiF (A•) := HiF (I•).

The same definition also applies to every functor F : K+(A) → K(B) of
triangulated categories.

Remark 4.7.3 The relevance of the bounded below complexes in the above defi-
nition comes from the existence of injective resolution of complexes via Proposi-
tion 4.4.11.

Example 4.7.4 The i-th hypercohomology group H
i (X;A•) of A• ∈ D+(X) is the

i-th derived functor of the global section functor �(X,−).
Example 4.7.5 Given a continuous map f : X → Y , the direct image functor
f∗ : Sh(X)→ Sh(Y ) is left exact, so it has a right derived functor

Rf∗ : D+(X) −→ D(Y).

On the other hand, f ∗ : Sh(Y )→ Sh(X) is an exact functor, so it induces directly a
functor

f ∗ : D(Y) −→ D(X)

on the corresponding derived categories of sheaves.

One has the following (e.g., see [15, Theorem V.10.6]):

Proposition 4.7.6 R(g ◦f )∗ = Rg∗ ◦Rf∗. More generally, R(G ◦F) = RG ◦RF
if F maps injectives into G-acyclic objects.

Example 4.7.7 For F ∈ A, the functor

Hom(F,−) : A −→ Ab

is left exact, so it has a right derived functor

RHom•(F,−) : D+(A) −→ D(Ab)

with i-th derived functors

Exti (F,−) := RiHom(F,−) = Hi(RHom•(F,−))

and

Ext0(F,−) = Hom(F,−).
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More generally, if F : A −→ Ab is a left exact functor and F ∈ A, then

F(F) ∼= R0F(F),

where F on the right-hand side is regarded as a complex concentrated in degree zero.

Example 4.7.8 Let F•, G• be (bounded below) complexes of sheaves on X. To
define RHom•(F•,G•), we consider Hom•(F•,G•) as a functor of G• (with F•
fixed) and we take its right derived functor as in Definition 4.7.2. Then it can be
shown by using Remark 4.5.2 that (see [15, V.5.17(3)])

H
n(X;RHom•(F•,G•)) = HomD+(X)(F

•,G•[n]). (4.9)

Exercise 4.7.9 Show that if F• = AX is the constant sheaf on X and G• ∈ C+(X),
the identification in (4.9) yields the following interpretation of hypercohomology
groups:

H
n(X;G•) = HomD+(X)(AX,G•[n]). (4.10)

In particular, if G• = AX, then (4.10) yields that:

Hn(X;A) = HomD+(X)(AX,AX[n]), (4.11)

i.e., an n-cohomology class u ∈ Hn(X;A) can be viewed as a mapAX → AX[n] in
the derived category; the induced map in cohomology is of course the cup product
with u.

To this end, let us say a few words about left derived functors.
If F : A→ B is a right exact functor, and A has enough projective objects, then

one can use projective resolutions of complexes to define a left derived functor

LF : D−(A)→ D(B)

of F . The main example to consider here is the left derived functor
L⊗ of the tensor

product. However, the category Sh(X) of sheaves on a topological spaceX does not
have enough projectives. (For example, the constant sheaf with stalk Z on the unit
interval is not the quotient of a projective sheaf.) Thus, for the right exact functor

F⊗− : Sh(X) −→ Sh(X),

where F ∈ Sh(X), a left derived functor cannot be defined via projective resolutions.
Instead, flat resolutions are used.

Let us assume till the end of this chapter that spaces are locally compact of finite
cohomological dimension over A.
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Definition 4.7.10 A sheaf K ∈ Sh(X) is flat if, for every sheaf monomorphism
F ↪→ G, the morphism F⊗K → G⊗K is injective as well. A complex K• is flat
if every Ki is flat.

Exercise 4.7.11 Show that if A is a field, then every sheaf of A-vector spaces is
flat.

Concerning the existence of flat resolutions for sheaf complexes, one has the
following result (e.g., see [15, V.6.1]):

Proposition 4.7.12 Every sheaf is a quotient of a flat sheaf. Therefore, every sheaf
has a left flat resolution. Moreover, for every complex G• ∈ K−(X), there exists a
flat resolution B• −→ G• with B• ∈ K−(X).
Definition 4.7.13 (Left Derived Tensor Product) For F• ∈ D−(X), a left derived
functor

F•
L⊗− : D−(X)→ D−(X)

is defined as:

F•
L⊗ G• = F• ⊗B•,

where B• → G• is a flat resolution of G•.

In fact, for F•,G• ∈ D−(X) with flat resolutions A• → F• and B• → G•,
respectively, one has:

F•
L⊗ G•  A• ⊗ G•  F• ⊗B•  A• ⊗B•.

The corresponding i-th derived functor is the i-th hypertor sheaf :

Tori(F
•,G•) := H−i (F•

L⊗ G•),

and note that Tor0 = ⊗.

Exercise 4.7.14 Let f : X→ Y be a continuous map. Show that

f ∗(F•
L⊗ G•)  f ∗F•

L⊗ f ∗G•.
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We conclude with the following:

Definition 4.7.15 (External Derived Tensor Product) LetX1 andX2 be topolog-
ical spaces, with projections pi : X1 ×X2 → Xi , i = 1, 2. The external derived
tensor product of bounded (above) complexes F•1 ∈ C(X1) and F•2 ∈ C(X2) is
defined as:

F•1
L

� F•2 := p∗1F•1
L⊗ p∗2F•2.



Chapter 5
Poincaré–Verdier Duality

Starting with this chapter, we assume for simplicity that all spaces are locally
compact of finite (cohomological) dimension, with coefficient ring A noetherian
commutative of finite cohomological dimension, so that one has the “six functor
formalism” (that is, Grothendieck’s six operations Rf∗, Rf!, f ∗, f !, RHom•, and
L⊗) for bounded derived categories of sheaves.

Recall from Proposition 4.1.16 that, given a continuous map f : X → Y , the
functors f∗ and f ∗ are adjoint functors on sheaves. The derived version of this
statement yields the isomorphism:

HomDb(Y )(G
•,Rf∗F•) = HomDb(X)(f

∗G•,F•), (5.1)

where Db(−) = Db(Sh(−)) denotes the derived category of bounded complexes
of sheaves. In this chapter, we recall the definition of the direct image with
proper support functor f!, and sketch the construction of a right adjoint f ! for
Rf!, originally introduced by Verdier [235]. We also define the dualizing functor
and dualizing complex, and show how these can be used to deduce Poincaré and
Alexander duality statements for manifolds. For comprehensive references, see [15,
V.7] or [122, Chapter III].

5.1 Direct Image with Proper Support

Recall from Definition 4.1.24 that if X is a topological space and F ∈ Sh(X), the
support of a section s ∈ �(X;F) is the closed set:

supp(s) = {x ∈ X | s(x) �= 0}.

© Springer Nature Switzerland AG 2019
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Let �c(X,F) be the subgroup of �(X,F) consisting of those sections that have
compact support. The functor �c(X,−) is left exact, and has a right derived functor
R�c(X,−). The i-th derived functor of �c is called the hypercohomology in degree
i with compact support, denoted by:

H
i
c(X;F•) := Hi(R�c(X,F•)).

These groups can be computed by a corresponding hypercohomology spectral
sequence, with E2-term given by:

E
p,q
2 = H

p
c (X;Hq(F•)) !⇒ H

p+q
c (X;F•).

Let us also recall here the following:

Definition 5.1.1 (Direct Image with Proper Support) For F ∈ Sh(X) and f :
X → Y a continuous map, define a sheaf f!F on Y by assigning to every open
subset U ⊆ Y the A-module:

�(U , f!F) = {s ∈ �(f−1(U),F) | f |supp(s) : supp(s)→ U is proper}.

The sheaf f!F ∈ Sh(Y ) is called the direct image with proper support of F.

Example 5.1.2 If Y is a point, then f!(F) = �c(X,F).

It can be shown (e.g., see [15, VI, Proposition 2.6]) that for y ∈ Y ,

(f!F)y ∼= �c(f
−1(y),F). (5.2)

Note that there is a sheaf monomorphism f!F ↪→ f∗F, which becomes an
isomorphism if f is proper (e.g., a closed inclusion). The assignment F �→ f!F
extends to a left exact functor

f! : Sh(X)→ Sh(Y ),

which one can derive, i.e., set Rf!F• = f!I•, where I• is an injective resolution
of F•.

Definition 5.1.3 A sheaf F on X is called c-soft if the restriction map �(X,F)→
�(K ,F) is surjective for all compact subsets K in X.

Injective sheaves are c-soft. Moreover, c-soft sheaves are acyclic for f!, so one
may calculate Rf! by using c-soft resolutions. One also has the following result, see
[15, Theorem V.10.6(ii)]:

Proposition 5.1.4 For continuous maps f : X → Y and g : Y → Z, one has:
g! ◦ f! = (g ◦ f )! and Rg! ◦Rf! = R(g ◦ f )!.
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Example 5.1.5 Let i : X ↪→ Y be an open or closed inclusion. If y ∈ Y −X, then
(5.2) yields that

(i!F)y ∼= �c(i
−1(y),F) = �c(∅,F) = 0,

and if y ∈ X then

(i!F)y ∼= �c(y,F) = Fy .

Thus,

i!F = FY

is just the extension of F by 0. FY is the unique sheaf on Y that restricts to F on X
and it restricts to the zero sheaf on Y −X. If i is a closed inclusion, then i is proper,
so i! = i∗ (cf. Example 4.1.25).

Definition 5.1.6 The higher direct image sheaves with proper support are

Rif!(F•) := Hi (Rf!F•).

The stalks of the higher direct image sheaves with proper support are given by

Rif!(F•)y ∼= H
i
c(f

−1(y);F•). (5.3)

We conclude this section with several important results involving the direct image
with proper support and its derived functor.

The proof of the following statement can be found, e.g., in [15, V, Proposi-
tion 10.7]:

Theorem 5.1.7 (Proper Base Change) Let

X
g

f

X

f

Y
g

Y

be a cartesian diagram of spaces. Then

(a) (g′)∗ ◦ f! = f ′! ◦ g∗ in Sh(Y ′).
(b) (g′)∗ ◦Rf! = Rf ′! ◦ g∗ in Db(Y ′).
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For the following result, see e.g., [15, V, Proposition 10.8]:

Theorem 5.1.8 (Projection Formula) Let f : X→ Y be a continuous map.

(i) Let F ∈ Sh(X) be c-soft and let G ∈ Sh(Y ) be flat. Then

f!(F⊗ f ∗G)  f!F⊗ G (5.4)

in Sh(Y ).
(ii) For F• ∈ Db(X) and G• ∈ Db(Y ), the following identity holds in Db(Y ):

Rf!(F•
L⊗ f ∗G•)  Rf!F•

L⊗ G•. (5.5)

The following important result is obtained by combining Theorems 5.1.7
and 5.1.8:

Corollary 5.1.9 (Künneth Formula) Let X1 and X2 be topological spaces, with
projections pi : X1 ×X2 → Xi , i = 1, 2, and let F•1 ∈ Db(X1) and F•2 ∈ Db(X2)

be two bounded complexes. Then

R�c(X1 ×X2,F•1
L

� F•2) ∼= R�c(X1,F•1)
L⊗R�c(X2,F•2). (5.6)

In particular, if the base ring A is a field, then for all i ∈ Z there is a natural
isomorphism of A-vector spaces:

H
i
c(X1 ×X2;F•1

L

� F•2) ∼=
⊕

p+q=i
H
p
c (X1;F•1)⊗H

q
c (X2;F•2). (5.7)

Proof Let ai : Xi → pt , i = 1, 2, be the constant map to a point space. By the
projection formula (5.5) and the proper base change of Theorem 5.1.7(b), one gets:

Rp2!(p∗1F•1
L⊗ p∗2F•2)  Rp2!(p∗1F•1)

L⊗F•2  a∗2(Ra1!F•1)
L⊗F•2. (5.8)

By applying Ra2! to the first term of (5.8), one obtains:

Ra2!Rp2!(p∗1F•1
L⊗ p∗2F•2) ∼= R�c(X1 ×X2,p∗1F•1

L⊗ p∗2F•2)
∼= R�c(X1 ×X2,F•1

L

� F•2),



5.2 Inverse Image with Compact Support 85

which is just the left-hand side of (5.6). On the other hand, by applying Ra2! to the
last term of (5.8) and using again the projection formula (5.5) one gets:

Ra2!
(

a∗2(Ra1!F•1)
L⊗F•2

)

∼= Ra1!F•1
L⊗Ra2!F•2

∼= R�c(X1,F•1)
L⊗R�c(X2,F•2),

which is the right-hand side of (5.6). This completes the proof of formula (5.6).
Formula (5.7) follows from (5.6) by an application of the algebraic Künneth

formula (e.g., see [79, p.102]). ��

5.2 Inverse Image with Compact Support

One would like to define a functor f ! : Sh(Y )→ Sh(X) so that for F ∈ Sh(X) and
G ∈ Sh(Y ) there is a sheaf isomorphism:

Hom(f!F,G)  f∗Hom(F, f !G). (5.9)

However, as we shall now explain, such a functor does not exist in general. To see
why, let us first explore some consequences of (5.9). For f = j : U ↪→ X the open
inclusion, F = AU the constant sheaf on U , and G ∈ Sh(Y ), one has:

�(U , j !G) = Hom(AU , j !G)

= �(U ,Hom(AU , j !G))

= �(U , j∗Hom(AU , j !G))
(5.9)= �(U ,Hom(j!AU ,G))

= Hom(j∗j!AU , j∗G)

= Hom(AU , j∗G)

= �(U , j∗G).

Performing the same calculation for every open V ⊂ U , one then concludes that

j !G  j∗G

for open inclusions.
Next, let f : X→ Y be continuous and j : U ↪→ X be an open inclusion. Then,

by a similar calculation, one gets from (5.9) that
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�(U , f !G) = Hom(f!(j!AU),G),

where j!AU is the extension by zero. This implies that, if f ! as in (5.9) existed, then
f !G should be given by the assignment

U �−→ Hom(f!(j!AU),G).

But this is not a sheaf in general (as it does not satisfy the gluing condition for
sheaves). So one cannot hope for a functor f ! defined on the sheaf level.

To proceed, consider a flat c-soft sheaf K and replace AU by K|U , the resulting
sheaf f !KG depending on K. To get rid of dependency on K, one passes to the
derived category. The final product is a well-defined functor (for complete details
see, e.g., [15, V.7.14–V.7.16] or [6, Section 3.2])

f ! : Db(Y )→ Db(X).

In special cases, f ! can already be defined on the category of sheaves, e.g., (see
[15, V.7.19]):

(i) If j : U ↪→ X is an open inclusion, then j ! ∼= j∗ is exact (and it is also defined
on sheaves).

(ii) If i : Z ↪→ X is a closed inclusion, then i! can be defined on sheaves by the
assignment

i!G : U ∩Z �→ �U∩Z(U ,G)

for every open set U of X.

There is also a proper base change property for the inverse image with compact
support, see [15, V, Proposition 10.7]:

Theorem 5.2.1 In the notations of Theorem 5.1.7, the following holds in Db(Y ′):

Rf ′∗ ◦ g! = (g′)! ◦Rf∗.

5.3 Dualizing Functor

As usual, the underlying topological spaces are assumed locally compact of finite
cohomological dimension, and the base ring for sheaves is a commutative noetherian
ring A of finite cohomological dimension.
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Definition 5.3.1 Let f : X → pt be the constant map to a point space. The
dualizing complex of X is defined by

D
•
X := f !Apt ,

where Apt is the constant sheaf A on a point space. The Verdier dual of a bounded
complex F• ∈ Db(X) is defined as

DXF
• := RHom•(F•,D•X).

The dual of a complex was discovered independently by Borel–Moore in [16], at
around the same time as the definition of Verdier [235].

In what follows, if there is no danger of confusion, we drop the subscript from
the notation of the Verdier dual, and simply write DF• for DXF

•.

Lemma 5.3.2 ([15, V.7.6]) The dualizing complex D
•
X is injective.

Exercise 5.3.3 Show that D•X = DAX.

Exercise 5.3.4 Show that D(F•[n])  D(F•)[−n].
Exercise 5.3.5 Show that if A• → B• → C• [1]→ is a distinguished triangle in

Db(X), then the triangle DC• → DB• → DA• [1]→ obtained by applying the
duality functor D is again a distinguished triangle.

The following result plays an important role in duality statements for manifolds.
For a proof, see e.g., [15, V.7.3,V.7.10(4)] or [122, Section 3.3]:

Theorem 5.3.6 Let X be an n-dimensional topological manifold with orientation
sheaf OrX.1 There is a canonical isomorphism in Db(X):

D
•
X  OrX[n]. (5.10)

More generally, if L is an A-local system on X so that its stalks Lx are free A-
modules (e.g., if A is a field), then

DXL  L∨ ⊗OrX[n], (5.11)

where L∨ = Hom(L,AX) is the dual local system, with stalks L∨x = Hom(Lx ,A).

The following local Verdier duality theorem was obtained by Verdier in [235],
see also [15, V, Theorem 7.17] for a proof:

1There are various incarnations of the orientation sheaf appearing in these notes; these are all nicely
explained in [15, V.7] or [122, Section 3.3].
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Theorem 5.3.7 (Verdier Duality) Let f : X → Y be a continuous map. Then for
F• ∈ Db(X) and G• ∈ Db(Y ) there is a canonical isomorphism

RHom•(Rf!F•,G•)  Rf∗RHom•(F•, f !G•). (5.12)

The global version of Verdier duality is obtained from (5.12) by applying
H 0�(Y ,−):
Corollary 5.3.8 Let f : X → Y be a continuous map. Then for F• ∈ Db(X) and
G• ∈ Db(Y ) there is an isomorphism:

HomDb(Y )(Rf!F•,G•) ∼= HomDb(X)(F
•, f !G•). (5.13)

In particular, there exist adjunction morphisms

F• −→ f !Rf!F•, Rf!f !G• −→ G•.

An important consequence of Verdier duality is the following:

Proposition 5.3.9 If f : X → Y is a continuous map, then the following quasi-
isomorphisms hold:

DY (Rf!F•)  Rf∗(DXF
•), DX(f

∗G•)  f !(DYG
•).

Proof First note that D•X = f !D•Y . By using Verdier duality (5.12), one gets the
following sequence of isomorphisms:

DY (Rf!F•) = RHom•(Rf!F•,D•Y )

 Rf∗RHom•(F•, f !D•Y )

= Rf∗RHom•(F•,D•X)

 Rf∗DXF
•.

The second identity is proved similarly. ��

5.4 Verdier Dual via the Universal Coefficient Theorem

Assume that the coefficient ring A is a Dedekind domain (e.g., a PID). Then
the Verdier dual DXF

• is well defined up to quasi-isomorphism by the following
universal coefficients property: for all open U ⊆ X there exists a split natural exact
sequence
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0 −→ Ext(Hq+1
c (U ;F•),A) −→ H

−q(U ;DXF
•)

−→ Hom(Hq
c (U ;F•),A) −→ 0. (5.14)

If A is a field, the above sequence simplifies as:

H
−q(U ;DXF

•) ∼= Hom(Hq
c (U ;F•),A). (5.15)

In general, for an arbitrary coefficient ring A, there is a Universal Coefficient
Spectral Sequence with E2-term given by:

E
p,q
2 = Extp(H−qc (U ;F•),A),

which converges to H
p+q(U ;DXF

•), e.g., see [15, V.7.7(3)].

5.5 Poincaré and Alexander Duality on Manifolds

In this section, we explain how to use the dualizing functor and the dualizing com-
plex in order to deduce Poincaré and Alexander duality statements for manifolds.

Proposition 5.5.1 (Poincaré Duality) Let X be an n-dimensional topological
manifold, and assume that the base ring A is a field. Let L be an A-local system
on X. Then there are A-vector space isomorphisms

Hn−i (X;L∨ ⊗OrX) ∼= Hi
c (X;L)∨ (5.16)

for all integers i.

Proof Recall that for an A-local system L on X one has by (5.11) a quasi-
isomorphism

DXL  L∨ ⊗OrX[n].

Applying hypercohomology to it yields:

H
−i (X;DXL) ∼= H

n−i (X;L∨ ⊗OrX) ∼= Hn−i (X;L∨ ⊗OrX).

On the other hand, by the Universal Coefficient isomorphism (5.15) one gets:

H
−i (X;DXL) ∼= Hom(Hi

c(X;L),A)
= Hi

c (X;L)∨.
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Altogether, one obtains the desired Poincaré duality isomorphism:

Hn−i (X;L∨ ⊗OrX) ∼= Hi
c (X;L)∨.

��
If the manifold X is moreover oriented (i.e., with a chosen isomorphism OrX  

AX), then (5.16) yields

Hn−i (X;L∨) ∼= Hi
c (X;L)∨, (5.17)

or, equivalently, a non-degenerate Poincaré duality pairing

Hn−i (X;L∨)⊗Hi
c (X;L)→ A.

The classical Poincaré duality isomorphism and pairing are obtained for the case
L = AX of the constant sheaf on X.

Before discussing the Alexander duality on manifolds, we introduce the notion
of relative hypercohomology groups:

Definition 5.5.2 For f : Y ↪→ X an inclusion, define relative hypercohomology
groups by:

H
∗(X,X− Y ;F•) := H

∗(X;Rf!f !F•).

Then the following Alexander duality statement holds:

Proposition 5.5.3 (Alexander Duality) Let X be an n-dimensional oriented
topological manifold, Y ⊂ X a closed subset with inclusion i : Y ↪→ X, and assume
that the coefficient ring A is a field. Then there are A-vector space isomorphisms:

Hn−k(X,X− Y ;A) ∼= Hk
c (Y ;A)∨, (5.18)

for all integers k.

Proof It follows from Proposition 5.3.9 that we have isomorphisms of functors:

i!i!DX  i!DY i
∗  DXi!i∗,

where one also uses the fact that i! = i∗, and that i! is an exact functor on
sheaves, so it extends to the derived category without being derived. Apply the
above isomorphism to AX  (DXAX)[−n] (which follows from the orientation
assumption) to get

i!i!AX[n]  DXi!AY .
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Apply H
−k(X;−) on both sides and use (5.15) to obtain:

Hn−k(X,X− Y ;A) ∼= H
n−k(X; i!i!AX)

∼= H
−k(X;DXi!AY )

∼= H
k
c(X; i!AY )∨

∼= H
k
c(Y ;AY )∨

∼= Hk
c (Y ;A)∨.

��

5.6 Attaching Triangles. Hypercohomology Long Exact
Sequences of Pairs

In this section, we introduce the attaching (adjunction) triangles associated to
a closed embedding and its open complement. We also develop the relevant
hypercohomology long exact sequences of pairs.

Let F be an injective sheaf on X. Let Y be a closed subset of X with natural
inclusions i : Y ↪→ X and j : X− Y ↪→ X. For U open in X, applying the functor
�(U ,−) to the adjunction map F → j∗j∗F one obtains the restriction of sections
�(U ,F)→ �(U − Y ,F). This map is surjective since F is an injective sheaf. The
kernel of this restriction is

{s ∈ �(U ,F) | s|U−Y = 0} = �U∩Y (U ,F).

So one gets a short exact sequence

0 → �U∩Y (U ,F)→ �(U ,F)→ �(U − Y ,F)→ 0.

Fix x ∈ X and take the direct limit over neighborhoods U of x (which is an exact
functor) to obtain the following exact sequence

0 → (i∗i!F)x → Fx → (j∗j∗F)x → 0.

This shows that the sequence 0 → i∗i!F → F → j∗j∗F → 0 is exact. Passing to
the derived category yields a distinguished triangle in Db(X):

i∗i!F• −→ F• −→ Rj∗j∗F•
[1]−→ (5.19)

called an attaching (or adjunction) triangle.
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Similarly, there is a distinguished (attaching) triangle

j!j∗F• −→ F• −→ i∗i∗F•
[1]−→ , (5.20)

which can be deduced from (5.19) by duality via Proposition 5.3.9.
By considering the associated hypercohomology long exact sequence for the

triangle (5.19) and using i∗ = i!, one gets the long exact sequence:

· · · → H
k(X; i!i!F•)→ H

k(X;F•)→ H
k(X;Rj∗j∗F•)→ · · · (5.21)

Since H
k(X; i!i!F•) ∼= H

k(X,X − Y ;F•) and H
k(X;Rj∗j∗F•) ∼= H

k(X −
Y ; j∗F•), in view of Definition 5.5.2 the sequence (5.21) translates into the long
exact sequence for the hypercohomology groups of the pair (X,X− Y ):

· · · → H
k(X,X− Y ;F•)→ H

k(X;F•)→ H
k(X− Y ;F•)→ · · · (5.22)

Similarly, by applying hypercohomology with compact support to the triangle
(5.20), one gets the following long exact sequence for compactly supported
hypercohomology:

· · · → H
k
c(X− Y ;F•)→ H

k
c(X;F•)→ H

k
c(Y ;F•)→ · · · (5.23)

In particular, if X and Y are compact, then

H
k
c(X− Y ;F•) ∼= H

k(X,Y ;F•) (5.24)

for every integer k.

Exercise 5.6.1 (Excision) Show that the relative hypercohomology groups satisfy
the excision property, i.e., if V is a subset of X so that Y is contained in the interior
of V then:

H
∗(X,X− Y ;F•) ∼= H

∗(V ,V − Y ;F•). (5.25)



Chapter 6
Intersection Homology After Deligne

In this chapter, we explain the sheaf-theoretic approach to intersection homology
theory. We introduce here the Deligne intersection cohomology complex [83],
whose hypercohomology computes the intersection homology groups. This complex
of sheaves can be described axiomatically in a way that is independent of the
stratification or any additional geometric structure (such as a piecewise linear
structure), leading to a proof of the topological invariance of intersection homology
groups.

For a more complete account, see [15], [83] or [6]. For a nicely and compactly
written survey, the reader may also consult [201].

6.1 Introduction

Let Xn be an n-dimensional oriented pseudomanifold, and let p, q be comple-
mentary perversities (i.e., p(k) + q(k) = k − 2, for every integer k ≥ 2). As
already indicated in Section 2.6, there exists a bilinear non-degenerate pairing (i.e.,
generalized Poincaré duality):

IH
p
i (X;Q)× IBMHq

n−i (X;Q)→ Q. (6.1)

The aim in this chapter is to construct a complex of A-sheaves IC•p whose

hypercohomology group H
−i (X; IC•p) calculates IBMHp

i (X;A), and such that

H
−i
c (X; IC•p) calculates IHp

i (X;A). This will be done by sheafifying the chain
construction of intersection homology. Moreover, for complementary perversities
p and q and field coefficients (e.g., Q), one can show that there exists a quasi-
isomorphism

© Springer Nature Switzerland AG 2019
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IC•p ∼= DXIC
•
q [n] (6.2)

by checking that the complex DX(IC
•
q)[n] satisfies a set of axioms that characterize

IC•p uniquely up to quasi-isomorphism. Finally, the duality statement of (6.1)
follows from (6.2) with A = Q, by applying hypercohomology and using the
Universal Coefficient Theorem of Section 5.4.

6.2 Intersection Cohomology Complex

Let us now proceed with the construction of the intersection cohomology complex,
see [83] or [15, Chapter II]. For now we work with coefficients in an arbitrary
noetherian ring A (e.g., Z or a field).

Let Xn be an n-dimensional pseudomanifold with a filtration

X = Xn ⊇ Xn−2 ⊇ . . . ⊇ X0 ⊇ ∅.

As already indicated in Chapter 2, for simplifying the exposition we will assume in
this section thatX has an underlying PL structure (alternatively, one may use King’s
singular version of intersection homology, see Remark 2.3.12). Then, if U ⊆ X is
an open subset, U has an induced PL structure.

For every integer i, there is a sheaf IC−ip ∈ Sh(X) that is constructed by defining
sections on each open subset U of X by

X ⊇ U �−→ IC−ip (U) := IC
p
i ((U)), (6.3)

i.e., the p-allowable locally finite i-chains on U (with A-coefficients). Moreover,
differentials d−i : IC−ip → IC−i+1

p are induced by the boundary maps ∂i : ICpi →
IC

p

i−1. This defines a bounded complex of sheaves of A-modules

IC•p ∈ Db(X)

in the derived category of X, called the intersection cohomology complex of X.
Recall that a sheaf F ∈ Sh(X) on a paracompact topological space X is called

soft if �(X,F) → �(K ,F) is onto, for each K closed subset of X. For the
following statement, the interested reader may consult [15, Chapter II, Section 5]
or [6, Proposition 4.1.19]:

Lemma 6.2.1 IC−ip are soft sheaves.

Similarly, if L is an A-local system on X − Xn−2, the twisted intersection
cohomology complex IC•p(L) is defined by setting
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U �−→ IC−ip (L)(U) := IC
p
i ((U ;L)),

on each open subset U ⊆ X. Then it can be shown that IC−ip (L) are soft sheaves.
Therefore, since by Proposition 4.3.15 soft sheaves are acyclic (hence one is allowed
to resolve by soft sheaves in order to compute hypercohomology), one obtains the
following:

Proposition 6.2.2 The intersection homology groups of a pseudomanifold X are
computed from the (twisted) intersection cohomology complex via the identifica-
tions:

IBMH
p
i (X;L) = H

−i (X; IC•p(L)) (6.4)

and

IH
p
i (X;L) = H

−i
c (X; IC•p(L)). (6.5)

Proof Indeed,

H
−i (X; IC•p(L)) = H−i�(X, IC•p(L))

= H−i (ICp−•((X;L)))
= Hi(IC

p• ((X;L)))
= IBMH

p
i (X;L).

The second identity is obtained similarly. ��
Moreover, using the Künneth formula (Proposition 2.5.1) and the cone formula

for intersection homology (Theorem 2.5.2), one gets the following cohomology stalk
calculation (see, e.g., [15, Lemma V.3.15]):

Proposition 6.2.3 For x ∈ Xn−k −Xn−k−1,

Hi (IC•p(L))x ∼=
{

0, i > p(k)− n,

IH
p

−i−(n−k+1)(Lx ,L), i ≤ p(k)− n,
(6.6)

with Lx denoting the link of (the stratum containing) x in X.

To fix the notations, set

Uk = X−Xn−k , k ≥ 2.

Note that U2 is the dense open subset of X, and there is an exhausting filtration of
X by open subsets
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U2 ⊆ U3 ⊆ . . . ⊆ Un+1 = X.

Furthermore, let

jk : Uk ↪→ Uk+1

be the open inclusion, and denote by

ik : Xn−k −Xn−k−1 = Uk+1 −Uk ↪→ Uk+1

the closed (stratum) inclusion.
The following result is an easy consequence of the above stalk calculation and

of the cone formula on allowable chains (see, e.g., [83, Section 2.5], [15, Chapter II,
Section 6], or [6, Section 4.1.4]):

Proposition 6.2.4 In the above notations, the following assertions hold:

(a) If x ∈ Xn−k −Xn−k−1 and U = R
n−k × c̊Lx is a distinguished neighborhood

of x, then

H−i (IC•p)x ∼= IBMH
p
i (U ;A).

(b) If x ∈ Xn−k −Xn−k−1 and U is a distinguished neighborhood of x, then

H−i (Rjk∗IC•p|Uk )x ∼= IBMH
p
i (U ∩Uk;A).

(c)

Hj (IC•p|Uk+1) = 0, if j > p(k)− n, k ≥ 2.

(d) The adjunction

IC•p|Uk+1 −→ Rjk∗j∗k (IC•p|Uk+1)

induces isomorphisms

Hj (i∗k IC•p|Uk+1)
 −→ Hj (i∗kRjk∗j∗k IC•p|Uk+1)

for j ≤ p(k)− n.

Definition 6.2.5 A complex of sheaves A• ∈ C(X) is constructible with respect to
the given pseudomanifold stratification X on X if the sheaves Hj (A•)|Xn−k−Xn−k−1

are local systems with finitely generated stalks. Denote by Db
c,X(X) the full

subcategory of Db(X) consisting of all bounded X-constructible complexes of
sheaves.
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It then follows from Proposition 6.2.4 that the following property holds:

Proposition 6.2.6 IC•p is X-constructible.

The following set of axioms plays an essential role in understanding the
intersection cohomology complex.

Definition 6.2.7 A complex A• ∈ Db
c,X(X) satisfies the set of axioms [AXp] if the

following conditions are verified:

(AX0) Normalization: A•|U2  AU2
[n].

(AX1) Lower bound: Hj (A•) = 0 if j < −n.
(AX2) Vanishing condition: Hj (A•|Uk+1) = 0 if j > p(k)− n.
(AX3) Attaching condition: Hj (i∗kA•|Uk+1) → Hj (i∗kRjk∗j∗kA•|Uk+1) is an

isomorphism if j ≤ p(k)− n.

Remark 6.2.8 The constructibility assumption in the above definition is redundant.
In the next section, it will become clear that constructibility is a consequence of
(AX0)–(AX3), see Remark 6.3.6.

Remark 6.2.9 One may, more generally, replace (AX0) by the requirement that

(AX0’) A•|U2  L[n],
where L is an A-local coefficient system on U2 = X−Xn−2.

Theorem 6.2.10 If X is an oriented n-dimensional pseudomanifold, then IC•p
satisfies [AXp].
Proof (AX2) and (AX3) follow from Proposition 6.2.4 (c) and (d), respectively. For
(AX0) and (AX1), let Ci be the sheaf on X defined by the assignment:

U �−→ C−i ((U)),

for every open subset U in X. Let C• be the complex with differentials di : Ci →
Ci+1 induced from ∂i : C−i+1((U)) → C−i ((U)). Then there is a canonical
homomorphism IC

p
−i ((U)) ↪→ C−i ((U)), which is an isomorphism if U ⊆ U2

since U2 has no singularities. So

IC•p|U2 −→ C•|U2

is a quasi-isomorphism. Hence, for (AX0) it is enough to show that

H−i (C•|U2)  
{

AU2
, i = n,

0, otherwise.

The sheaf H−i (C•|U2) is associated to the presheaf

U2 ⊇ U �−→ H−i�(U ,C•) = HBM
i (U ;A).
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Recall that for U = R
n a small Euclidean neighborhood, one has that

HBM
i (Rn;A) = A if i = n and 0 otherwise. In other words, H−n(C•|U2) is

the orientation sheaf OrU2 on U2. Together with the orientability assumption, this
proves (AX0). Finally, (AX1) follows from Proposition 6.2.4 (a) and the cone
formula. ��
Remark 6.2.11 Similarly, IC•p(L) satisfies [AXp]with the normalization condition
(AX0’).

Remark 6.2.12 The proof of Theorem 6.2.10 shows in fact that, if one drops
the orientability assumption for X, then IC•p satisfies [AXp] but with (AX0)
replaced by:

IC•p|U2  OrU2 [n], (6.7)

with n = dimX and OrU2 the orientation sheaf on U2; see also [15, II, Theorem
6.1], [15, V.2.9].

6.3 Deligne’s Construction of Intersection Homology

In the previous section, we have defined the intersection cohomology complex IC•p
of a (PL) pseudomanifold X, and showed that it satisfies a set of axioms [AXp]. In
this section, we define a bounded constructible complex, the Deligne complex, on
any topological pseudomanifold (without assuming a PL structure), which, by its
very definition, satisfies [AXp]. Moreover, we show that the set of axioms [AXp]
uniquely characterize the Deligne complex up to quasi-isomorphism. It then follows
that IC•p is quasi-isomorphic to the Deligne complex, and hence it does not depend
on the underlying PL structure of X.

Let Xn be an n-dimensional pseudomanifold with a filtration

X = Xn ⊇ Xn−2 ⊇ . . . ⊇ X0 ⊇ ∅,

and set

Uk = X−Xn−k , k ≥ 2,

with inclusion maps jk : Uk ↪→ Uk+1 and ik : Xn−k −Xn−k−1 ↪→ Uk+1.

Definition 6.3.1 (Deligne Complex) The Deligne complex S•p is defined induc-
tively as follows. On U2, set

S•p|U2 = AU2
[n].

By induction, assuming that S•p|Uk has been constructed, define

S•p|Uk+1 := τ≤p(k)−nRjk∗(S•p|Uk ).
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Remark 6.3.2 The construction of Definition 6.3.1 was suggested by Deligne, who
also conjectured that it computes the Goresky–MacPherson intersection homology
groups. The conjecture was proved by Goresky–MacPherson in [83], who developed
sheaf-theoretic axioms for the intersection cohomology complex, which also led to
the proof of topological invariance of intersection homology.

Remark 6.3.3 The Deligne complex S•p is constructible with respect to the given
stratification of X (see [15, Proposition V.3.12]), and it satisfies the set of axioms
[AXp]. The constructibility of S•p is a consequence of the fact that operations of
the form Rjk∗ and τ≤p(k)−n preserve constructibility (see [15, Corollary V.3.11]
for Rjk∗ where the local normal triviality assumption is used, and obviously for
τ≤p(k)−n). See also the comments of [15, Chapter V, Remark 4.20].

Remark 6.3.4 It is very important to note that no PL structure is involved in the
construction of the Deligne complex.

The Deligne complex satisfies the following uniqueness property:

Theorem 6.3.5 If A• ∈ Db(X) satisfies the set of axioms [AXp], then A• is quasi-
isomorphic to the Deligne complex S•p.

Proof The assertion is proved by induction on strata. On U2, one has

A•|U2

AX0 AU2
[n] = S•p|U2 .

Inductively, assuming that there is a quasi-isomorphism

A•|Uk  S•p|Uk ,

one can extend it to a morphism over Uk+1 as follows:

A•|Uk+1

AX2 τ≤p(k)−n(A•|Uk+1)
(1)→ τ≤p(k)−nRjk∗j∗k (A•|Uk+1)

 τ≤p(k)−nRjk∗(A•|Uk )
(2) τ≤p(k)−nRjk∗(S•p|Uk )
= S•p|Uk+1 ,

where (1) is the adjunction morphism, and (2) follows by the induction hypothesis.
It remains to show that the morphism A•|Uk+1 → S•p|Uk+1 is an isomorphism over
Uk+1 −Uk = Xn−k −Xn−k−1. Indeed,

i∗k (A•|Uk+1)
AX2 i∗k (τ≤p(k)−nA•|Uk+1)

AX3 i∗k τ≤p(k)−nRjk∗j∗k (A•|Uk+1).

(Recall that pullback commutes with truncation.) This completes the proof. ��
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Remark 6.3.6 In view of Remark 6.3.3, the above theorem also shows that the
constructibility assumption in the set of axioms [AXp] is redundant.

By combining Theorems 6.2.10 and 6.3.5, one gets the following:

Corollary 6.3.7 The intersection cohomology complex IC•p of an oriented pseudo-
manifold X is quasi-isomorphic to the Deligne complex S•p.

Remark 6.3.8 If the oriented n-dimensional pseudomanifold X is also assumed to
be normal, then

IC•
0
 AX[n]. (6.8)

Indeed, since τ≤0 ◦Rjk∗ = jk∗ on Sh(Uk), for every k ≥ 2, Corollary 6.3.7 implies
that IC•

0
 j∗(AU2

)[n], with j : U2 ↪→ X the inclusion map. The assertion
follows then by the normality assumption, which implies that j∗(AU2

)  AX (since
intersecting open sets with U2 preserves the number of connected components).
Note that in this case (6.8) yields the isomorphism

IBMH 0
i (X;A) ∼= H

−i (X; IC•
0
) ∼= H

−i (X;AX[n]) ∼= Hn−i (X;A),

as already mentioned in Theorem 2.4.9.

Remark 6.3.9 One may, more generally, define the twisted Deligne complex S•(L)
by requiring that, on U2,

S•p|U2 = L[n],

where L is an A-local coefficient system on U2. The obtained complex is then quasi-
isomorphic to the twisted intersection cohomology complex IC•p(L) of an oriented
pseudomanifold X.

Without the orientation assumption, Remark 6.2.12 and Theorem 6.3.5 yield that

IC•p  S•p(OrU2), (6.9)

and

IC•p(L)  S•p(L⊗OrU2), (6.10)

with OrU2 denoting as usual the orientation sheaf on the dense open stratum U2.
Therefore, one shall write IC•p (resp., IC•p(L)) for every incarnation of the (twisted)
Deligne complex appearing on the right-hand side of (6.9) (resp., (6.10)).

Furthermore, since no PL structure is involved in the construction of the Deligne
complex S•p( OrU2), by using (6.9) and Proposition 6.2.2 one obtains immediately
the following important consequence:
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Corollary 6.3.10 The intersection homology groups I (BM)H
p
i (X;A) are indepen-

dent of the underlying PL structure on X.

For later reference, (AX3) can be reformulated as follows. Recall from Sec-
tion 5.6 that for a closed subset K of X with natural inclusions i : K ↪→ X and
j : X−K ↪→ X, there is an attaching triangle in Db(X):

i∗i! −→ id −→ Rj∗j∗
[1]−→ . (6.11)

Applying i∗ to (6.11) and using i∗i∗ = id yields the triangle

i! −→ i∗ −→ i∗Rj∗j∗
[1]−→ .

Setting i = ik and j = jk , it can be readily seen that (AX3) is equivalent to the
condition:

Hi (i!kA•|Uk+1) = 0, if i ≤ p(k)− n+ 1. (6.12)

Condition (6.12) can be further refined by using the following fact (e.g., see [15, V,
Proposition 3.7] for a proof):

Lemma 6.3.11 If Mm is a manifold of dimension m with fx : {x} ↪→ M the point
inclusion and A• has locally constant cohomology sheaves, then

f !xA•  f ∗x A•[−m]. (6.13)

(f !xA• is usually called the “co-stalk of A at x”).

Now let x ∈ Xn−k−Xn−k−1, ix : {x} ↪→ Uk+1 and fx : {x} ↪→ Xn−k−Xn−k−1,
and recall that Xn−k − Xn−k−1 is a manifold of dimension n− k. By (6.13) and
using the equality i!x = f !x ◦ i!k , one gets

i!xA•  f ∗x (i!kA•)[−n+ k].

Using (6.12), it follows that (AX3) is equivalent to the following:
(AX3’) Co-stalk vanishing condition:

Hi (i!xA•) = 0, i ≤ p(k)− k + 1, x ∈ Xn−k −Xn−k−1.

Remark 6.3.12 Deligne’s axiomatic construction of the intersection cohomology
complex IC•p applies without change if one uses what is usually referred to as a
super-perversity, i.e., a function p : Z(≥2) −→ N satisfying p(2) = 1 and p(k) ≤
p(k + 1) ≤ p(k)+ 1. In particular, the stalk formula of Proposition 6.2.3 remains
valid in this context, as it can be derived only from the axiomatic definition of the
intersection complex. An important example of super-perversity is the logarithmic
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perversity �, given by � = (1, 2, 2, 3, 3, 4, · · · ), which plays a fundamental role in
works of Cappell–Shaneson [31] and of the author [159, 160]; see also [76] and the
references therein.

Exercise 6.3.13 (Witt Spaces) Let X be an n-dimensional oriented pseudoman-
ifold (without boundary), and assume that the coefficient ring A is a field. As in
Definition 2.7.1, X is called an A-Witt space if for every stratum S of odd codimen-
sion 2r + 1 with link LS , one has IHm

r (LS;A) = 0. Show thatX is anA-Witt space
if and only if the canonical morphism IC•m −→ IC•n is a quasi-isomorphism. As a
consequence, deduce Theorem 2.7.3. (See [83, Sections 5.5, 5.6].)

Exercise 6.3.14 (Künneth formula) Assume that the base ring A is a field. If X
is an A-Witt space, let IC•X denote IC•m  IC•n.

Let X1 and X2 be A-Witt spaces. Show (by verifying axioms) that:

IC•X1×X2
 IC•X1

L

� IC•X2
. (6.14)

Deduce the following Künneth formula:

IHm
i (X1 ×X2;A) ∼=

⊕

a+b=i
IHm

a (X1;A)⊗ IHm
b (X2;A). (6.15)

More generally, show that if L1, L2 are A-local systems defined on dense open
subsets of X1 and X2, respectively, then (with self-explanatory notations):

IC•X1×X2
(L1 �L2)  IC•X1

(L1)
L

� IC•X2
(L2). (6.16)

Deduce that the following Künneth formula holds:

IHm
i (X1 ×X2;L1 �L2) ∼=

⊕

a+b=i
IHm

a (X1;L1)⊗ IHm
b (X2;L2). (6.17)

6.4 Generalized Poincaré Duality

The generalized Poincaré duality for intersection homology groups is a consequence
of the following sheaf-theoretic result:

Theorem 6.4.1 Assume the coefficient ring A is a field. Let X be an n-dimensional
oriented pseudomanifold, with p and q complementary perversities. Then there
exists a quasi-isomorphism

DIC•q [n]  IC•p.
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Proof Start by observing that, for a complex A• ∈ Db
c (X), x ∈ X and Ux a

small distinguished open neighborhood of x, a hypercohomology spectral sequence
argument yields that (e.g., see [15, V, Lemma 8.1]):

Hi (i∗xA•) ∼= H
i (Ux;A•), (6.18)

and similarly,

Hi (i!xA•) ∼= H
i
c(Ux;A•), (6.19)

with ix : {x} ↪→ X denoting the point inclusion (see also Section 7.2).
By Theorem 6.3.5 and Corollary 6.3.7, in order to prove Theorem 6.4.1 it suffices

to show that the complex DIC•q [n] satisfies the set of axioms [AXp].
(AX0) Let j : U2 ↪→ X denote the inclusion of the regular stratum. Since j is an

open inclusion, one has that j∗ = j !. Then:

j∗DXIC
•
q [n]  DU2(j

!IC•q)[n] DU2(AU2
[n])[n]

 DU2(AU2
)  D

•
U2
 AU2

[n],
(6.20)

where the last isomorphism uses the orientability assumption.
(AX2) Let x ∈ Xn−k −Xn−k−1. By (AX3’) for q one has that

Hi (i!xIC•q) = 0, i ≤ q(k)− k + 1.

Therefore,

Hj (DIC•q [n])x ∼= Hj+n(DIC•q)x
∼= H

j+n(Ux;DIC•q)
UCT∼= H

−j−n
c (Ux; IC•q)∨

∼= H−j−n(i!xIC•q)
∨

= 0

for −j − n ≤ q(k)− k+ 1, or equivalently, for j > p(k)− n, since p and q are
complementary perversities. This proves (AX2).

(AX3’) Similarly, the q-stalk condition for IC•q implies the p-co-stalk condition
for its dual. More precisely,

Hj (i!xDIC•q [n]) ∼= Hj+n(i!xDIC•q)

∼= H
j+n
c (Ux;DIC•q)
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UCT∼= H
−j−n(Ux; IC•q)∨

∼= H−j−n(IC•q)
∨
x

= 0

for−j − n > q(k)− n (from the q-stalk vanishing for IC•q ), which is equivalent
to j ≤ p(k)− k + 1.

(AX1) This follows from the calculation from (AX2) together with the fact that
Hj (i!xIC•q) = 0 for j > 0.

This finishes the proof of Theorem 6.4.1. ��
As a direct consequence of Theorem 6.4.1, one obtains the following duality

statement for intersection homology groups:

Corollary 6.4.2 With the same assumptions as in Theorem 6.4.1, there is a non-
degenerate pairing:

IBMH
p
i (X;A)⊗ IHq

n−i (X;A)→ A,

with A denoting the coefficient field.

Proof Indeed, one has the following sequence of isomorphisms of A-vector spaces:

IBMH
p
i (X;A) ∼= H

−i (X; IC•p)
∼= H

−i (X;DIC•q [n])
∼= H

n−i (X;DIC•q)
(1)∼= Hom(H−n+ic (X; IC•q),A)
∼= Hom(IHq

n−i (X;A),A),

where (1) follows from the Universal Coefficient Theorem (5.15). ��
Remark 6.4.3 If in Theorem 6.4.1 one assumes, moreover, that X is a Q-Witt
space (see Definition 2.7.1 and Exercise 6.3.13), then IC•m is self-dual. If X is also
compact, then one gets a non-degenerate pairing IHm

i (X;Q)⊗ IHm
n−i (X;Q)→ Q

that computes the signature σ(X) of X.

Exercise 6.4.4 Show that if X1 and X2 are closed Q-Witt spaces in the sense of
Exercise 6.3.13, then

σ(X1 ×X2) = σ(X1) · σ(X2). (6.21)
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More generally, without any orientation assumption on X and with L an A-local
system on the dense open stratum U2 (where A is a field), one can easily show, by
using (5.11) and adapting the argument in (AX0) of Theorem 6.4.1 accordingly, that
there is a quasi-isomorphism

DXS
•
q(L)[n]  S•p(L

∨ ⊗OrU2), (6.22)

(see also [15, V.9.8]). In particular, if the n-dimensional pseudomanifold X is
assumed to be oriented, then upon applying hypercohomology one gets from
Remark 6.3.9 the following Poincaré duality isomorphism, generalizing Corol-
lary 6.4.2:

IBMH
p
i (X;L∨) ∼= IH

q
n−i (X;L)∨. (6.23)

Poincaré duality pairings over other coefficient rings have been obtained by
Goresky–Siegel [86] (forA = Z), and by Cappell–Shaneson [31] (forA a Dedekind
domain). For example, it is shown in [86] that integral Poincaré duality for intersec-
tion homology theory does hold under the hypothesis that the intersection homology
groups of links of strata are torsion free, at least in appropriate dimensions. In
[31], Cappell and Shaneson exhibit a duality that holds at the opposite extreme,
when the intersection homology of the links is all torsion. The Cappell–Shaneson
duality (called superduality) is a consequence of the sheaf-theoretic superduality
isomorphism (6.24), which is described by Theorem 6.4.5 below.

In view of Remark 6.3.12, two perversities p and q are called superdual if p(k)+
q(k) = k − 1 for all k ≥ 2; in particular, one of the two functions p, q is a super-
perversity. The proof of the following result follows just as in Theorem 6.4.1, by
making use of the Universal Coefficient Theorem of Section 5.4; the details are left
as an exercise for the interested reader (but see also [31, Theorem 3.2]):

Theorem 6.4.5 Let A be a Dedekind domain, and let X be an oriented n-
dimensional stratified pseudomanifold with singular set� = Xn−2. Let L and M be
local systems of A-modules on X −� with finitely generated stalks, and let p and
q be superdual perversities. Suppose that for every x ∈ � the stalks Hj (IC•q(M))x
are torsion A-modules for all j . Then a perfect pairing L⊗AM→ AX−� induces
a canonical (superduality) isomorphism:

DIC•q(M)[n]  IC•p(L) (6.24)

in Db(X).

For trivial coefficients, the hypothesis of Theorem 6.4.5 is never satisfied, but
for non-trivial local systems this often happens. For example, if � ⊂ Sn = X

is a knot, A = Q[t , t−1], L is defined by the linking number homomorphism
on π1(S

n − �), and M = L∨, then the induced pairing on cohomology is the
familiar Blanchfield pairing of knot theory. For another interesting such situation,
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with applications to Singularity Theory, see [160], where the Cappell–Shaneson
superduality isomorphism (6.24) is used for studying Alexander-type invariants of
complex hypersurface complements.

6.5 Topological Invariance of Intersection Homology

Let Xn be a pseudomanifold with a fixed stratification X and let p be a fixed
perversity. By making use of the Deligne complex, it was shown in Section 6.3
that the intersection cohomology complex

IC•p,X  S•p,X(OrU2)

is characterized, uniquely up to quasi-isomorphism, by a set of axioms [AXp,X].
Moreover, intersection homology groups (with A-coefficients) can be computed as:

IBMH
p,X
i (X) ∼= H

−i (X; IC•p,X),

where the above notations record the fact that the definitions of the objects involved
depend on the chosen stratification X of X. However, in [83, Section 4, Corollary
1], Goresky–MacPherson showed that the following holds:

Theorem 6.5.1 Intersection homology is a topological invariant, i.e., if f : X→ Y

is a homeomorphism, then (with A-coefficients):

IBMH
p,X
i (X) ∼= IBMH

p,Y
i (Y ).

(Here X and Y are pseudomanifold stratifications of X and Y, respectively.) In
particular, for f = idX, this implies that the intersection homology of X does not
depend on the chosen stratification.

The above theorem is an immediate consequence of the following result:

Theorem 6.5.2 Let X1 and X2 be two pseudomanifold stratifications on X. Let
IC•

p,X1
and IC•

p,X2
be the intersection cohomology complexes on X defined by

using X1 and X2, respectively. Then

IC•p,X1
 IC•p,X2

in Db(X). Equivalently, if X is a pseudomanifold stratification of X with OrU2 the
orientation sheaf on the dense open stratum, then the Deligne complex S•

p,X(OrU2)

is independent of the choice of X.
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The proof of Theorem 6.5.2 consists of the following main steps:

a) Introduce a more intrinsic set of axioms [AXp,intr .] that depends on the
stratification X only very weakly.

b) Show that [AXp,X] ⇐⇒ [AXp,intr .].
c) Construct an intrinsic sheaf complex IC•p,intr . defined uniquely up to quasi-

isomorphism by [AXp,intr .].
d) Show that IC•

p,X1
 IC•p,intr .  IC•

p,X2
.

We only indicate a); for complete details, see [15, V.4], [83, Section 4], or [6,
Section 4.3]).

For j = 0, 1, 2, . . ., define

p−1(j) =
{

min{k | p(k) ≥ j}, j ≤ p(n),

∞, j > p(n).

So

p(k) ≥ j ⇐⇒ k ≥ p−1(j), for 2 ≤ k ≤ n.

The j -th cohomological support of A• ∈ D(X) is

suppj (A•) = {x ∈ X | Hj (i∗xA•) �= 0},

with ix : {x} ↪→ X. The j -th cohomological cosupport is

cosuppj (A•) = {x ∈ X | Hj (i!xA•) �= 0}.

Then the set of axioms [AXp,intr .] consists of the following:

(AX0)intr .: (normalization) Generically, i.e., on some dense open U ⊂ X, one has:
A•|U  OrU [n].

(AX1)intr .: (lower bound) Hj (A•) = 0, for all j < −n.
(AX2)intr .: (support condition) dim suppj (A•) ≤ n− p−1(j + n), for all j > −n.
(AX3)intr .: (cosupport condition) dim cosuppj (A•) ≤ n− q−1(−j), for all j < 0,

where q is the complementary perversity to p.

Remark 6.5.3 Note that only (AX0)intr . involves the stratification of X. Here the
notion of dimension may be taken to be the topological dimension as in [110].

Exercise 6.5.4 (Normally Nonsingular Inclusion) Generalizing Definition 3.4.5,
an inclusion of oriented pseudomanifolds i : Z ↪→ X is said to be trivial normally
nonsingular of codimension c if Z has a c-dimensional tubular neighborhood in
X, that is, an open neighborhood N ⊂ X and a retraction π : N → Z such that
(π ,N ,Z) is homeomorphic to an R

c-vector bundle over Z, where Z is identified
with the zero-section; see [83, Section 5.4.1]. Let i : Z ↪→ X be a normally
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nonsingular inclusion of codimension c. Fix a perversity p and denote by IC•X and
IC•Z the corresponding intersection cohomology complexes. Show that there are
canonical quasi-isomorphisms:

i∗IC•X  IC•Z[c] and i!IC•X  IC•Z . (6.25)

6.6 Rational Homology Manifolds

In this section, we give an explicit description of the middle-perversity intersection
cohomology complex for a very special class of singular spaces, whose (usual)
homology still possesses Poincaré duality over the rationals, see, e.g., [18, Sec-
tion 1.4].

Definition 6.6.1 A topological space X is called a rational homology manifold (or
Q-manifold) of real dimension m if, for every x ∈ X, the rational local homology
groups at x are computed by

Hi(X,X− x;Q) =
{

Q, i = m,

0, i �= m.

It is easy to see that locally contractible spaces (e.g., manifolds, pseudomanifolds,
or (singular) complex algebraic varieties) for which all points have links that are
rational homology spheres (e.g., lens spaces) are rational homology manifolds.
For example, if M is a manifold, and G is a finite group acting on M , then
X = M/G is a Q-manifold. More generally, orbifolds (i.e., varieties that are locally
finite quotients) are Q-manifolds. The latter class includes simplicial toric varieties.
Conversely, one has the following:

Proposition 6.6.2 Let X be a complex algebraic variety of complex dimension n,
which moreover is assumed to be a rational homology manifold. Then the link of
every point in X is a rational homology sphere.

Proof First note that, by the definition of a rational homology manifold, X is pure-
dimensional.

Denote by Lx the link of a point x in a stratum S of X of complex codimension
s. Such a point x has a neighborhood Ux in X of type:

Ux ∼= C
n−s × c̊Lx .

By excision, there is an isomorphism of rational vector spaces:

Hi(X,X− x;Q) ∼= Hi(Ux ,Ux − x;Q).
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Moreover, the relative Künneth theorem and the long exact sequence of a pair yield
the isomorphisms:

Hi(Ux ,Ux − x;Q) ∼= Hi(C
n−s × c̊Lx ,Cn−s × c̊Lx − {(0, c)};Q)

∼= ˜Hi−2n+2s−1(Lx;Q).

(Here c denotes the cone point in c̊Lx .) Finally, since X is a rational homology
manifold,

Hi(X,X− x;Q) ∼=
{

Q, i = 2n,
0, i �= 2n.

Altogether,

Hi(Lx;Q) =
{

Q, i = 2s − 1,
0, i �= 2s − 1,

showing that Lx is a Q-homology sphere of dimension 2s − 1. ��
We can now prove the following:

Theorem 6.6.3 Let X be a complex algebraic variety of complex dimension
n, which moreover is assumed to be a rational homology manifold. Then the
middle-perversity intersection cohomology complex IC•m with Q-coefficients is
quasi-isomorphic to Q

X
[2n].

Proof Since X is assumed to be a rational homology manifold, it is pure-
dimensional.

Since X is a complex algebraic variety, it admits a Whitney stratification that
makes X into an oriented topological pseudomanifold of real dimension 2n with all
strata of even real dimension.

Let X be a Whitney stratification of X with strata Ss indexed by complex
codimension, i.e., codim CSs = s. It suffices to show that the complex Q

X
[2n]

satisfies the set of axioms [AXm], hence it is quasi-isomorphic to IC•m.
Since we are in the context of complex algebraic geometry, we take the

opportunity to introduce here the shifted Deligne complex

ICX := IC•m[−n],

and show instead that A• := Q
X
[n] is quasi-isomorphic to ICX. For this, we first

need to rephrase the set of axioms [AXm] in the algebraic geometric convention of
Beilinson–Bernstein–Deligne [12], i.e., for ICX, thus paving the road for the theory
of perverse sheaves of the subsequent chapters:

(AX0) A•|Xreg  Q
Xreg
[n], where Xreg is the nonsingular locus of X.

(AX1) Hj (A•) = 0 for j < −n.
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(AX2) For all x ∈ Ss : Hj (A•)x = 0 for all j ≥ −n+ s and s ≥ 1.
(AX3’) For all x ∈ Ss with ix : {x} ↪→ X the point inclusion: Hj (i!xA•) = 0 for all
j ≤ n− s and s ≥ 1.

The axioms (AX0) and (AX1) are clearly satisfied by Q
X
[n].

For (AX2), note that if Ux denotes a small neighborhood of x in X, then:

Hj (Q
X
[n])x ∼= H

j (Ux;QX
[n]) = Hj+n(Ux;Q) = 0

for all j + n > 0 since Ux is contractible. In particular, this vanishing holds for
j ≥ −n+ s and s ≥ 1.

For checking (AX3’), one makes use of the fact that X is a Q-manifold. Let x ∈
Ss . Then the link Lx of x has real dimension 2s− 1. Moreover, by Proposition 6.6.2,
Lx is a Q-homology sphere of dimension 2s − 1. Then, for x ∈ Ss ,

Hj (i!xQX
[n]) ∼= H

j
c (Ux;QX

[n]) = H
j+n
c (Ux;Q).

But Ux ∼= C
n−s × c̊Lx , so the Künneth formula yields that

H
j+n
c (Ux;Q) ∼=

⊕

k+�=j+n
Hk
c (C

n−s;Q)⊗H�
c (̊cLx;Q).

Recall that

Hk
c (C

n−s;Q) =
{

Q, k = 2n− 2s,
0, k �= 2n− 2s.

Moreover,

H�
c (̊cLx;Q) ∼= H�(cLx ,Lx;Q) ∼= ˜H�−1(Lx;Q) =

{

Q, � = 2s,

0, � �= 2s,

where the last equality uses the fact that Lx is a Q-homology sphere of dimension
2s − 1. Thus Hj (i!xQX

[n]) = 0 if j �= n, and in particular for all j ≤ n− s and
s ≥ 1. So Q

X
[n] also satisfies (AX3’). ��

Remark 6.6.4 The Borel convention [15] for the intersection cohomology complex
differs by a shift by the real dimension from the Goresky–MacPherson convention
[83]. Specifically, the middle-perversity Borel intersection cohomology complex is
given by

ICBX := ICX[−n] = IC•m[−2n].

Borel’s indexing convention is convenient for defining (compactly supported)
intersection cohomology groups as follows:
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Definition 6.6.5 The (compactly supported) rational (middle-perversity) intersec-
tion cohomology groups of a pure complex n-dimensional complex algebraic variety
are defined as:

IHk(X;Q) := H
k(X; ICBX) ∼= IBMHm

2n−k(X;Q).

IHk
c (X;Q) := H

k
c(X; ICBX) ∼= IHm

2n−k(X;Q).

In particular, if X is also a Q-manifold as in Theorem 6.6.3, there is a quasi-
isomorphism ICBX  Q

X
. So, in this case, it follows that:

IBMHm
2n−k(X;Q) = IHk(X;Q) := H

k(X; ICBX) = H
k(X;Q

X
)

= Hk(X;Q).
(6.26)

For completeness, we also introduce here the notion of relative (middle-
perversity) intersection cohomology groups as follows.

Definition 6.6.6 Let X be a complex algebraic variety of pure complex dimension
n, and let i : Z ↪→ X be a closed subvariety. As in Definition 5.5.2, we set:

IHk(X,X−Z;Q) := H
k(X,X−Z; ICBX) := H

k−n(X; i!i!ICX).

Exercise 6.6.7 In the above notations, show that the relative intersection cohomol-
ogy groups fit into a long exact sequence of intersection cohomology groups for the
pair (X,X−Z):

· · · → IHk(X,X−Z;Q)→ IHk(X;Q)→ IHk(X−Z;Q)→ · · ·

Exercise 6.6.8 (Alexander Duality for Intersection Cohomology) Let X be a
complex algebraic variety of pure complex dimension n, and let i : Z ↪→ X be a
pure-dimensional closed subvariety. Assume that i is a normally nonsingular inclu-
sion (as in Exercise 6.5.4). Show that the following Alexander duality isomorphism
holds for every integer k:

IH 2n−k(X,X−Z;Q) ∼= IHk
c (Z;Q)∨. (6.27)

6.7 Intersection Homology Betti Numbers, I

In this section, we compute the middle-perversity intersection homology groups of
complex algebraic varieties in terms of the “size” of their singular locus (e.g., see
[67], or [61, Section 5.4]). The results presented here will be refined in Section 11.4,
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by using Saito’s theory of mixed Hodge modules. We work with Q-coefficients,
unless stated otherwise.

Recall from the previous section that the (compactly supported) rational (middle-
perversity) intersection cohomology groups of a pure complex n-dimensional
complex algebraic variety are defined as:

IHk(X;Q) := H
k−n(X; ICX) , IHk

c (X;Q) := H
k−n
c (X; ICX),

with ICX := IC•m[−n].
Exercise 6.7.1 Show that, if X is a pure n-dimensional complex algebraic variety,
there exists a natural morphism

αX : QX
[n] −→ ICX,

extending the natural quasi-isomorphism on the nonsingular locus of X. (Hint: start
by computing τ≤−nICX.)

Remark 6.7.2 Applying the Verdier dualizing functor D to the morphism αX of
Exercise 6.7.1, and using the isomorphisms D(Q

X
[n])  D

•
X[−n] (cf. Exer-

cise 5.3.3) and D(ICX)  ICX, one gets natural morphisms:

Q
X
−→ ICX[−n] −→ D

•
X[−2n]. (6.28)

Applying the hypercohomology functor to (6.28) yields induced morphisms (with
Q-coefficients)

Hk(X) −→ IHk(X) −→ HBM
2n−k(X),

which correspond to the cap product by the fundamental class [X] ∈ HBM
2n (X).

The following statement is a sheaf-theoretic version of Proposition 2.3.18.

Proposition 6.7.3 LetX be a complex algebraic variety of pure complex dimension
n, with only isolated singularities. LetU = Xreg = X−Sing(X) be the nonsingular
locus of X. Then (with Q-coefficients):

IHk(X) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

Hk(U), k < n,

Image (Hn(X)→ Hn(U)) , k = n,

Hk(X), k > n.

(6.29)

Proof The partition

X = U �
⋃

x∈Sing(X)

{x}
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is a Whitney (hence, a topological pseudomanifold) stratification, so if j : U ↪→ X

is the inclusion of the nonsingular locus, it follows by Deligne’s construction that

ICX = τ≤−1(Rj∗QU
[n]) = τ≤n−1(Rj∗QU

)[n].

In particular, there is a distinguished triangle

ICX[−n] −→ Rj∗QU
−→ τ≥nRj∗QU

[1]−→ . (6.30)

Since Hq(τ≥nRj∗QU
) = 0 for q < n, the hypercohomology spectral sequence

together with the long exact sequence of hypercohomology groups associated to the
distinguished triangle (6.30) yield the assertion for k < n, together with an injective
morphism IHn(X) ↪→ Hn(U).

Let us next embed the canonical morphism Q
X
−→ ICX[−n] of Exercise 6.7.1

into a distinguished triangle

Q
X
−→ ICX[−n] −→ F• [1]−→ (6.31)

and note that j !F• = j∗F•  0, i.e., F• is supported on the zero-dimensional
set Sing(X). In particular, the obvious adjunction triangle yields that F•  i∗i∗F•,
where i : Sing(X) ↪→ X denotes the inclusion of the singular locus. Therefore,

H
k(X;F•) ∼= H

k(Sing(X); i∗F•) ∼=
⊕

x∈Sing(X)

Hk(F•)x .

Note also that, for x ∈ Sing(X) and k ≥ 1, one gets from (6.31) that

Hk(F•)x ∼= Hk−n(ICX)x .

Furthermore, by the axiom (AX2) for ICX, one has that H�(ICX)x ∼= 0 for every
x ∈ Sing(X) and � ≥ 0. Altogether,

H
k(X;F•) ∼= 0, for k ≥ n. (6.32)

The hypercohomology long exact sequence associated to the distinguished triangle
(6.31), together with the vanishing (6.32) yield isomorphisms Hk(X) ∼= IHk(X)

for k > n, and a surjective morphism Hn(X) � IHn(X), thus completing the
proof. ��

As a generalization of Proposition 6.7.3, one can prove the following result (see
[61, Theorem 5.4.12(ii)] and [67, Lemma 1]):

Theorem 6.7.4 Let X be a complex algebraic variety of pure complex dimension n,
and let U be an open subvariety, with Z = X −U a closed subvariety of complex
dimension ≤ d. Then (with Q-coefficients):
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(a) IHk(X) ∼= IHk(U), for k < n− d.
(b) IHn−d(X) ↪→ IHn−d(U).
(c) IHn+d

c (X)� IHn+d
c (U).

(d) IHk
c (X)

∼= IHk
c (U), for k > n+ d.

Proof Let j : U ↪→ X and i : Z ↪→ X denote the open and, respectively, closed
inclusion.

By applying H
k−n(X;−) to the attaching triangle

i∗i!ICX −→ ICX −→ Rj∗j !ICX −→

one gets the long exact sequence

· · · → H
k−n(X; i∗i!ICX)→ H

k−n(X; ICX)→ H
k−n(X;Rj∗j !ICX)→ · · ·

or, equivalently,

· · · → H
k−n(Z; i!ICX)→ IHk(X)→ IHk(U)→ · · · .

Then for (a) and (b) it suffices to show that

H
�(Z; i!ICX) = 0 for � ≤ −d. (6.33)

This is proved by induction on d. First note that there is a Zariski-open subset S ⊂ Z

(which is in fact the union of maximal dimensional strata of a Whitney stratification
of Z) such that Z1 := Z − S has dimC Z1 < dimC Z. If jS : S ↪→ Z denotes
the inclusion and iS = i ◦ jS , then (6.12) yields that H�(i!SICX) = 0 for � ≤ −d.
Set F• = i!ICX and let i1 : Z1 ↪→ Z be the inclusion, with u = i ◦ i1. Then one
has a hypercohomology long exact sequence (derived from the obvious attaching
triangle)

· · · → H
�(Z1; i!1F•)→ H

�(Z;F•)→ H
�(S;F•)→ · · ·

But H�(Z1; i!1F•) = H
�(Z1; u!ICX) = 0 for � ≤ −(d − 1) by the induction

hypothesis. Since H�(j !SF•) = 0 for � ≤ −d, and j !S = j∗S , the hypercohomology
spectral sequence yields that H�(Z;F•) = H

�(Z; j !SF•) = 0 for � ≤ −d. This
proves (6.33).

By applying H
k−n
c (X;−) to the attaching triangle

j!j∗ICX −→ ICX −→ i∗i∗ICX −→

one gets the long exact sequence

· · · → H
k−n
c (X; j!j∗ICX)→ H

k−n
c (X; ICX)→ H

k−n
c (X; i∗i∗ICX)→ · · ·
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or, equivalently,

· · · → IHk
c (U)→ IHk

c (X)→ H
k−n
c (Z; i∗ICX)→ · · ·

As in the proof of (6.33), or by duality, one has that H�(i∗ICX) = 0 for � ≥ −d.
So, since Z is of complex dimension ≤ d, the hypercohomology spectral sequence
yields that Hk−n

c (Z; i∗ICX) = 0 for k − n ≥ d. This proves (c) and (d). ��
Exercise 6.7.5 Let X be a hypersurface in CPn+1 with only isolated singularities,
and denote by j : X ↪→ CPn+1 the inclusion map. Show the following:

(i) jk : Hk(CPn+1;Q)→ Hk(X;Q) is a monomorphism for all k with 0 ≤ k ≤
2n.

(ii) the middle intersection cohomology Betti number of the hypersurface X is
given by the formula (with Q-coefficients):

dim IHn(X) = dimHn(X) + dimHn+1
0 (X) −

∑

x∈Sing(X)

dimHn(Lx),

whereHn+1
0 (X) := Coker (jn+1) is the primitive (n+ 1)-st cohomology ofX,

and Lx denotes the link of the singular point x in X.
(iii) the intersection cohomology Euler characteristic of X can be computed as

χ(IH ∗(X)) :=
∑

i

(−1)i dim IH i(X)

= χ(X)− (−1)n ·
∑

x∈Sing(X)

dimHn(Lx).

In particular, χ(IH ∗(X)) does not depend on the position of the singularities
of the hypersurface X.

Remark 6.7.6 The Betti numbers of complex projective hypersurfaces with only
isolated singularities are known to depend on the position of singularities. The
classical example in this regard goes back to Zariski in the early 1930s and consists
of sextic surfaces:

X = {f (x0, x1, x2)+ x6
3 = 0} ⊂ CP 3,

where f (x0, x1, x2) = 0 is a plane sextic curve C ⊂ CP 2 having six cusp
singularities. There are two possible situations:

(i) The six cusps of the sextic curve C are all situated on a conic, e.g.,
f (x0, x1, x2) = (x2

0 + x2
1)

3 + (x3
1 + x3

2)
2. In this case it can be shown that

dimH 2(X) = 2.
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(ii) The six cusps ofC are not situated on a conic (this being the generic case). Then
it can be shown that dimH 2(X) = 0. For more details on these computations
see, e.g., [60, Chapter 6].

In light of Example 6.7.5(ii), one can see that for X ⊂ CPn+1 a complex
hypersurface with only isolated singularities, the middle intersection homology
Betti number, dim IHn(X), depends in general on the position of singularities of
X in the ambient projective space.



Chapter 7
Constructibility in Algebraic Geometry

Constructible sheaves are the algebraic counterpart of the decomposition of singular
spaces into manifold pieces, the strata. These sheaves, which can be seen as
generalizations of local systems, have powerful applications to the study of topology
of singular spaces, especially in the complex algebraic/analytic context.

Constructible sheaves were introduced by Grothendieck in [228, Exposé IX],
where their functorial properties were studied (in the context of étale cohomology).
The theory has gained renewed interest after Kashiwara [117] made the connec-
tion with holonomic D-modules, and the discovery of intersection cohomology
by Goresky–MacPherson [83] and perverse sheaves by Gabber and Beilinson–
Bernstein–Deligne [12]. For the derived calculus in the constructible setting, we
refer to [83, Section 1] and also [15, V.3].

As usual, we assume that the base ringA is commutative and noetherian, of finite
cohomological dimension (e.g., Z or a field).

7.1 Definition: Properties

It was shown in [242, 233] that a complex algebraic (or analytic) varietyX admits a
Whitney stratification, that is, a (locally) finite partition X into non-empty, connected,
locally closed nonsingular subvarieties Xα of X (called strata) that satisfy the
following properties:

(a) frontier condition: the frontier ∂Xα := Xα −Xα is a union of strata of X.
(b) constructibility: the closure Xα and the frontier ∂Xα are closed complex

algebraic (analytic) subspaces in X.

In addition, whenever Xα ⊆ Xβ , the pair (Xα ,Xβ) is required to satisfy certain
conditions that guarantee that the variety X is topologically equisingular along each
stratum.

© Springer Nature Switzerland AG 2019
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Example 7.1.1 (Whitney Umbrella) Let X be defined by x2 − zy2 = 0 in C
3. Then

Sing(X) = {z− axis}, but the origin is “more singular” than any other point on the
z-axis. This can be easily seen by considering neighborhoods of (or local homology
groups at) points on the z-axis. A Whitney stratification of X is:

X ⊃ {z− axis} ⊃ {0}.

This example shows that it is not enough to produce a decomposition of a variety
X into nonsingular pieces: one also needs the variety to be uniformly singular (i.e.,
equisingular) along these pieces.

Definition 7.1.2

(i) A sheaf F of A-modules on a complex algebraic (or analytic) variety X is
constructible if there is a partition X =⋃α Xα corresponding to the strata of a
Whitney stratification X of X, so that:

(a) the restriction F|Xα is an A-local system for all α,
(b) the stalks Fx (x ∈ X) are finite type A-modules.

(ii) A complex F• ∈ Db(X) is constructible if all its cohomology sheaves
Hj (F•) ∈ Sh(X), j ∈ Z, are constructible.

Exercise 7.1.3 It is immediate to see that the constant sheaf AX is constructible
on X. On the other hand, if i : C ↪→ C

1 denotes the closed inclusion of the
Cantor set into the complex affine line, show that the direct image sheaf i∗AC is
not constructible.

Exercise 7.1.4 Show that the category Constr(X) of constructible sheaves of A-
modules on X is an abelian category.

Let Db
c (X) be the full triangulated subcategory of the derived category Db(X)

consisting of all constructible bounded complexes of sheaves of A-modules on
X. By slight abuse of terminology, Db

c (X) is usually referred to as the bounded
derived category of constructible sheaves. However, as indicated by the result below,
terminology is not completely abusive. In fact, in the notations of Exercise 7.1.4,
there is a natural morphism Db(Constr(X)) → Db

c (X), and the following result
holds (see [11, 188]):

Theorem 7.1.5 Let X be a complex algebraic variety, and assume that A is a field.
Then the morphism

Db(Constr(X)) −→ Db
c (X)

is an equivalence of categories.

Constructibility is preserved under many natural sheaf-theoretic operations. For
example, the following result holds (for a proof, see [15, V.8.7] or [214, Corollary
4.2.2]):
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Theorem 7.1.6 LetX be a complex algebraic (or analytic) variety, let F• ∈ Db(X),
and assume that the coefficient ring A is a Dedekind domain (e.g., a field or Z).
Then F• is constructible if and only if its dual DF• is constructible. In particular,
the dualizing complex D

•
X = DAX is constructible.

Moreover, one has the following (e.g., see [15] or the unified treatment of [214,
Theorem 4.0.2]):

Theorem 7.1.7 Let f : X → Y be a morphism of complex algebraic (or analytic)
varieties.

(a) If G• ∈ Db
c (Y ), then f ∗G•, f !G• ∈ Db

c (X).
(b) If F• ∈ Db

c (X) and f is an algebraic map, then Rf∗F•,Rf!F• ∈ Db
c (Y ). If

F• ∈ Db
c (X) and f is an analytic map so that the restriction of f to supp(F•)

is proper (e.g., f is proper), then Rf∗F•,Rf!F• ∈ Db
c (Y ).

(c) If F•,G• ∈ Db
c (X), then F•

L⊗ G•,RHom•(F•,G•) ∈ Db
c (X).

In other words, the derived category Db
c (X) of bounded constructible complexes

is closed under Grothendieck’s six operations: Rf∗, Rf!, f ∗, f !, RHom•, and
L⊗.

We conclude this section with the following important result, whose proof can
be found in [214, Corollary 2.0.4] (see also [61, Theorem 4.3.14]):

Theorem 7.1.8 (Künneth Formula for Constructible Complexes) Let A be a
field, and let X1 and X2 be complex algebraic varieties. For F•1 ∈ Db

c (X1) and
F•2 ∈ Db

c (X2), there are natural isomorphisms of A-vector spaces for every integer
i ∈ Z:

H
i (X1 ×X2;F•1

L

� F•2) ∼=
⊕

p+q=i
H
p(X1;F•1)⊗H

q(X2;F•2). (7.1)

7.2 Local Calculus

Our local (stalk) calculations are based on the following Morse Lemma for Con-
structible complexes (see, e.g., [61, Corollary 4.3.11] and the references therein):

Lemma 7.2.1 (Homotopy Invariance) Let X be a complex analytic space with a
Whitney stratification X. Let r : X → [0, a) be a proper, R-analytic map such that
for every stratum S ∈ X, r|S has no critical values except at 0. Then the inclusion
r−1(0) ↪→ X induces an isomorphism

H
i (X;F•) ∼=−→ H

i (r−1(0);F•)

for all i ∈ Z and every complex F• ∈ Db
X(X) (i.e., constructible with respect to X).
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We apply this homotopy invariance to show the following:

Proposition 7.2.2 Let F• ∈ Db
c (X), x ∈ X and ix : {x} ↪→ X the inclusion. Then

Hj (F•)x ∼= Hj(i∗xF•) ∼= H
j (B̊ε(x);F•), (7.2)

where B̊ε(x) is the intersection of X with an open small ε-ball neighborhood of x
in some local embedding of X in C

N .

Proof Define r : B̊ε(x)→ [0, ε2) by

r(y) = d2(y, x).

Then 0 is the only critical value of r for ε > 0 small enough, and r−1(0) = {x}. The
result follows by applying Lemma 7.2.1. ��
Corollary 7.2.3 If A is a field, one has:

Hj (DF•)x ∼= H
−j
c (B̊ε(x);F•)∨.

Proof The assertion follows by combining Proposition 7.2.2, which yields

Hj (DF•)x ∼= H
j (B̊ε(x);DF•),

with the Universal Coefficient Theorem (5.15), from which one obtains:

H
j (B̊ε(x);DF•) ∼= H

−j
c (B̊ε(x);F•)∨.

��
Before discussing the result dual to (7.2), we need the following:

Lemma 7.2.4 In the notations of Proposition 7.2.2, one has:

H
j
c (B̊ε(x);F•) ∼= H

j (B̊ε(x), B̊ε(x)− x;F•).

Proof Consider the following commutative diagram

H
j (B̊ (x),B̊ (x)− x; •) −−−−−→ H

j (B̊ (x); •) −−−−−→ H
j (B̊ (x)− x; •)

∼= ∼=

H
j
c (B̊ (x); •) −−−−−→ H

j (B (x); •) −−−−−→ H
j (∂B (x); •)

where the middle and right vertical arrows are isomorphisms, and the existence of
the left arrow and the fact that it is an isomorphism is a consequence of the five-
lemma. For the middle vertical isomorphism, see e.g., [61, Corollary 4.3.11(i)]. The
right vertical map is given by the composition of isomorphisms
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H
j (∂Bε(x);F•) ∼= H

j (Bε(x)− x;F•) (7.3)

and

H
j (Bε(x)− x;F•) ∼= H

j (B̊ε(x)− x;F•) (7.4)

induced by inclusions. For instance, to show the isomorphism (7.3), define r :
Bε(x)− x → [0, ε2) by

r(y) = ε2 − d2(y, x).

Then r−1(0) = ∂Bε(x) and we apply Lemma 7.2.1. Isomorphism (7.4) is left as an
exercise. ��

One can now easily prove the result dual to (7.2), namely in the notations of
Proposition 7.2.2 one has the following:

Proposition 7.2.5

Hj(i!xF•) ∼= H
j
c (B̊ε(x);F•) ∼= H

j (B̊ε(x), B̊ε(x)− x;F•). (7.5)

Proof First, note that by the definition of relative hypercohomology and excision,
one has:

Hj(i!xF•) ∼= H
j (X,X− {x};F•) ∼= H

j (Bε(x),Bε(x)− {x};F•).

Then, by (7.3) and the compactness of Bε(x) and of its boundary, one gets:

H
j (Bε(x),Bε(x)− {x};F•) ∼= H

j (Bε(x), ∂Bε(x);F•) ∼= H
j
c (B̊ε(x);F•).

The second part of (7.5) is just Lemma 7.2.4. ��
All of these local computations will play an important role in Theorem 8.3.12 of

the next chapter.
We conclude this section with an example that shows that even if the variety X is

a contractible manifold, it is still possible to have Hk(X;G) �= 0 if k > 0 for some
constructible sheaf G. (This cannot happen if G is a local system, since then G is a
constant sheaf A⊗lX , for some l, so its higher cohomology vanishes.) This also shows
that cohomology with sheaf coefficients is not a homotopy invariant.

Example 7.2.6 Let X = {(x, y) ∈ C
2 | x2 + y2 = 1}. Then X has the homotopy

type of S1. Consider the projection

f : X→ C, (x, y) �→ x.

It follows that
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(Rqf∗CX)p ∼= Hq(f−1(Dp);C) = 0 if q > 0,

where Dp is a small enough neighborhood of p in C, and note that f−1(Dp) is a
union of contractible sets. Therefore, Rqf∗CX = 0 if q > 0 and R0f∗CX �= 0.

Consider now the Leray spectral sequence of the map f , that is,

E
p,q
2 = Hp(C;Rqf∗CX) !⇒ H

p+q(X;CX) = Hp+q(X;C).

Since Rqf∗CX = 0 if q > 0, this spectral sequence degenerates at E2. Therefore,

C = H 1(X;C) = H 1(C;R0f∗CX) �= 0.

The constructible sheaf G = R0f∗CX on C provides the desired example.

7.3 Euler Characteristics of Constructible Complexes.
Applications

We begin this section with the following easy consequence of Theorem 7.1.7:

Corollary 7.3.1 Assume that F• ∈ Db
c (X) and that either

(a) X is a complex algebraic variety, or
(b) X is an analytic space and supp(F•) is compact.

Then H
i (X,F•) and H

i
c(X,F•) are finite type A-modules for every i ∈ Z.

With F• ∈ Db
c (X) satisfying the assumptions of the above corollary, we make

the following definition:

Definition 7.3.2 Assume A is a field. The (compactly supported) Euler character-
istic of F• ∈ Db

c (X) is defined as:

χ(c)(X,F•) :=
∑

i∈Z
(−1)i dimAH

i
(c)(X;F•).

(Here, we use the notation χ(c) and H
i
(c) to indicate that the definition applies to

the compactly supported Euler characteristic χc by using H
i
c, as well as to the usual

Euler characteristic χ by using H
i .)

From here on, we will be assuming throughout this chapter that A is a field. We
also need the following construction, e.g., see the discussion in [61, Example 2.3.18]
and the references therein. If X is a complex quasi-projective variety and Z ⊂ X

is a closed algebraic subvariety, then Z has a closed tubular neighborhood T in X
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such that the inclusion Z ↪→ T is a homotopy equivalence. In fact, the subvariety
Z has a fundamental system of neighborhoods (Tk)k∈K of this type, such that the
inclusions Tk ↪→ T� are homotopy equivalences. The homotopy type of

T 0
k := Tk −Z

is independent of k, and is called the link of Z in X, denoted by LX(Z). Now let
U = X−Z and j : U ↪→ X, i : Z ↪→ X be the inclusion maps. Then

Hs(LX(Z);A) ∼= H
s(Z; i∗Rj∗AU), (7.6)

for all s ∈ Z. With these notations, we have the following well-known result of
Sullivan [226]:

Proposition 7.3.3 If LX(Z) is the link of a closed subvariety Z in a complex quasi-
projective variety X, then:

χ(LX(Z)) = 0.

Proof Let U = X − Z. By the additivity of the Euler characteristic, we have that
χ(X) = χ(Z)+ χ(U). On the other hand, by the Mayer–Vietoris sequence for the
open cover X = U ∪ T , we get:

χ(X)+ χ(LX(Z)) = χ(U)+ χ(T ) = χ(U)+ χ(Z),

where we also used the fact that the inclusion Z ↪→ T is a homotopy equivalence.
The claim follows. ��
Exercise 7.3.4 Show that in the above notations, for every k ∈ Z one has:

IHk(LX(Z);A) ∼= H
k−n(Z; i∗Rj∗ICU),

where ICU denotes as before the middle-perversity intersection cohomology
sheaf complex in algebraic geometric (BBD) conventions of [12], i.e., ICU :=
IC•m[− dimC(U)]. More generally, if F• ∈ Db

c (X), and LX(Z) is the link of a
closed subvariety Z of X, then one has:

H
k(LX(Z);F•) ∼= H

k(Z; i∗Rj∗j∗F•), (7.7)

for all k ∈ Z.
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The result of Proposition 7.3.3 can be generalized as follows (see [61, Theorem
4.1.21]):

Theorem 7.3.5

(i) Let F• be a bounded X-constructible complex on the complex algebraic variety
X, and let V be a stratum in the Whitney stratification X with inclusion iV :
V ↪→ X. Then:

χ(V , i∗VF•) = χ(V , i!VF•). (7.8)

(ii) If, moreover, V is closed in X, and K := LX(V ) denotes the link of V in X,
one has:

χ(K ,F•) = 0. (7.9)

Proof Since the stratum V is locally closed in X, one can assume, without any loss
of generality, that V is closed; otherwise replace X by an open subset containing V
as a closed subset. Let U = X− V with inclusion map j : U ↪→ X. For simplicity,
write i for the inclusion iV .

By applying the functor i∗ to the attaching triangle

i!i!F• −→ F• −→ Rj∗j∗F•
[1]−→,

one gets a distinguished triangle

i!F• −→ i∗F• −→ i∗Rj∗j∗F•
[1]−→,

from which, by using (7.7), one obtains the following Euler characteristic identity:

χ(V , i!VF•)+ χ(K ,F•) = χ(V , i∗VF•). (7.10)

So (7.8) is equivalent to the vanishing χ(K ,F•) = 0.
Since taking the Verdier dual preserves constructibility, the complex G• = DF•

is also X-constructible. Since A is a field, by using the Universal Coefficient
Theorem (5.15) one gets that

H
m(K;DG•) ∼= H

−m
c (K;G•)∨.

Therefore,

χ(K ,F•) = χc(K ,DF•) = χc(K ,G•),

where links are regarded as complex analytic spaces. So it suffices to show that
χc(K ,G•) = 0 for every X-constructible bounded complex G•.
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Let Xm denote the union of all strata in X of complex dimension at most m. This
is a closed subvariety of X. Note that K is filtered by its intersections with these
subvarieties Xm. More precisely, if dimC V = s, then K has a filtration

∅ = Ks ⊂ Ks+1 ⊂ · · · ⊂ K ,

with

Km := K ∩Xm

the link of V in Xm. Let K ′ ⊂ K ′′ be two consecutive terms in the above
stratification of the link K , with X′ ⊂ X′′ the corresponding pair of subvarieties
in X. By using the exact sequence

· · · −→ H
k
c(K

′′ −K ′;G•) −→ H
k
c(K

′′;G•) −→ H
k
c(K

′;G•)
−→ H

k+1
c (K ′′ −K ′;G•) −→ · · · ,

it follows by induction on dimension that it is enough to show that

χc(K
′′ −K ′,G•) = 0. (7.11)

Furthermore, by using the hypercohomology spectral sequence

E
p,q
2 = H

p
c (K

′′ −K ′;Hq(G•)) !⇒ H
p+q
c (K ′′ −K ′;G•),

it is enough to prove the vanishing (7.11) for G• a local system L on K ′′ −K ′. If
K ′′ −K ′ is connected, the desired vanishing follows from the identity

χc(K
′′ −K ′,L) = χ(K ′′ −K ′,L) = χ(K ′′ −K ′) · rank(L),

(where the first equality uses Poincaré duality for the stratumK ′′ −K ′, while for the
second see Exercise 4.2.15) together with χ(K ′′ −K ′) = χc(K

′′ −K ′) = χ(K ′′)−
χ(K ′) = 0, cf. Proposition 7.3.3. (Here links are regarded as complex analytic
spaces, which explains the first equality in the previous equation.) When K ′′ −K ′
is not connected, the above argument applies to each connected component ofK ′′ −
K ′. Altogether, one gets:

χc(K ,G•) = 0,

as desired. ��
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As a consequence, one obtains the following additivity property for the Euler
characteristic of a constructible complex (see [61, Theorem 4.1.22]):

Theorem 7.3.6 Let X be a complex algebraic variety with a fixed Whitney stratifi-
cation X, and let F• be a X-constructible bounded complex on X. Then:

χ(X,F•) =
∑

V∈X
χ(V , i!VF•) =

∑

V∈X
χ(V , i∗VF•) =

∑

V∈X
χ(V ) · χ(F•xV ),

where iV : V ↪→ X denotes the stratum inclusion, xV ∈ V is a point in V , and
χ(F•xV ) :=

∑

i∈Z(−1)i dimAHi (F•)xV .

Proof The second equality follows from Theorem 7.3.5(i). For proving the first
equality, we proceed by induction on dimCX. For dimCX = 0, the result is
immediate. Let U be the union of open strata in X, with j : U ↪→ X the open
inclusion, and let i : Z = X−U ↪→ X be the inclusion of the closed complement.
The hypercohomology long exact sequence associated to the attaching triangle

i!i!F• −→ F• −→ Rj∗j∗F•
[1]−→

yields the Euler characteristic identity:

χ(X,F•) = χ(U ,F•)+ χ(Z, i!F•).

Since dimC Z < dimCX, one has by the induction hypothesis applied to the pair
(Z, i!F•) that:

χ(Z, i!F•) =
∑

V∈X, dimC V<dimC X

χ(V , i!VF•).

On the other hand,

χ(U ,F•) =
∑

V∈X, dimC V=dimC X

χ(V , i∗VF•)

=
∑

V∈X, dimC V=dimC X

χ(V , i!VF•),

since for an open embedding j one has that j∗ = j !. This proves the first equality.
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To get the third equality, we use the hypercohomology spectral sequence to
compute H

∗(V ; i∗VF•), together with the fact stated in Exercise 4.2.15, that if L

is an A-local system on a topological space V , the twisted Euler characteristic
χ(V ,L) :=∑i (−1)i dimA Hi(V ,L) is computed by:

χ(V ,L) = rank(L) · χ(V ).
��

Corollary 7.3.7 With the above notations, one has the identity:

χ(X,F•) = χc(X,F•). (7.12)

Proof By the additivity of the previous theorem, it suffices to prove the statement
for a complex F• whose cohomology sheaves are local systems (i.e., X = V

is a stratum). Then the assertion follows by using the (compactly supported)
hypercohomology spectral sequence. We leave the details as an exercise. ��
Remark 7.3.8 The equality (7.12) is a generalization of the classical formula stating
that for a complex algebraic (or analytic) variety, one has:

χ(X) = χc(X). (7.13)

Note that this identification is equivalent to the additivity of the Euler charac-
teristic in the complex algebraic (analytic) setting, already used in the proof of
Proposition 7.3.3. It should also be noted that formula (7.13) is not true outside
of the complex context. For example, ifM is an orientedm-dimensional topological
manifold, then Poincaré duality yields that χc(M) = (−1)mχ(M).

Theorems 7.3.5 and 7.3.6 hold in other contexts as well, e.g., for compact analytic
varieties or for certain spaces obtained from complex algebraic varieties by real
algebraic constructions, see [61, Remark 4.1.24]. For example, if f : X → Y is a
morphism of complex algebraic varieties, y ∈ Y is a point and By is a small open
ball neighborhood of y in Y constructed by using a local embedding of (Y , y) in a
smooth germ, then Theorems 7.3.5 and 7.3.6 also hold for Ty := f−1(By), the tube
of f at the point y. As a consequence, if Xy = f−1(y) is the fiber of f at y, the
following holds:

Corollary 7.3.9 For F• ∈ Db
c (X) one has the equality:

χ(Ty ,F•) = χ(Xy ,F•).
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Proof First note that by using (7.12), one has that

χ(Ty ,F•) = χ(T ∗y ,F•)+ χ(Xy ,F•),

where T ∗y = Ty −Xy denotes the punctured tube of f at y. Furthermore,

χ(T ∗y ,F•) = χ(B∗y ,Rf∗F•),

with B∗y = By − {y} the link of y in Y . Then Theorem 7.3.5(ii) implies that
χ(T ∗y ,F•) = 0, thus proving the desired result. ��



Chapter 8
Perverse Sheaves

Perverse sheaves are fundamental objects of study in topology, algebraic geometry,
analysis, and differential equations, with a plethora of applications, including in
adjacent fields such as number theory, representation theory, combinatorics, and
algebra. In this chapter, we overview the relevant definitions and results of the
theory of perverse sheaves, with an emphasis on examples and applications (see
also Chapters 9 and 10 for more applications of perverse sheaves).

Perverse sheaves are an important class of constructible complexes, introduced
in [12] as a formalization of the celebrated Riemann–Hilbert correspondence of
Kashiwara [118, 119] (see also [172, 173]), which relates the topology of algebraic
varieties (intersection homology) and the algebraic theory of differential equations
(microlocal calculus and holonomic D-modules).

Perverse sheaves on a variety form an abelian category, and they are close in spirit
to local systems (i.e., locally constant sheaves) on nonsingular varieties. However,
perverse sheaves are not sheaves. The use of “sheaves” in “perverse sheaves” is
partly motivated by the fact that the objects and morphisms in the category of
perverse sheaves can be glued from local data, just like in the case of sheaves. For
more explanation on terminology, see also [12], [129, p. 10] or [52].

For comprehensive references on perverse sheaves and their many applications,
the reader is referred to [6], [12], [61], [107], [122], or [51].

From now on, we work in the complex algebraic (or analytic) category and we
only consider the middle-perversity m. Moreover, in the complex analytic context
all spaces are assumed to be finite dimensional. Intersection homology (both PL
and topological versions) can be adapted to this setup because of the existence of
Whitney stratifications and of triangulations compatible with such stratifications.

Note that for a complex algebraic (or analytic) variety X, the middle-perversity
function m is self-dual, since all strata have even real codimensions. We call

IC•m =: ICtopX

© Springer Nature Switzerland AG 2019
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the topological Deligne complex (this notation follows the normalization condition
of Goresky–MacPherson [83]). As already mentioned, in complex algebraic geom-
etry it is more common to use the complex

ICX := IC
top
X [−n]

that satisfies the normalization axiom as in the BBD convention [12]. Generalized
Poincaré duality (with X as above and a field of coefficients) takes in this case the
form:

DXICX  ICX,

i.e., ICX is Verdier self-dual. As we will see later, ICX is the main example of a
perverse sheaf on X.

8.1 Definition, Examples

The original construction of perverse sheaves in [12] proceeds through the machin-
ery of triangulated categories and homological algebra. We overview here the main
constructions and properties.

Definition 8.1.1 (t-Structure) A t-structure on a triangulated category D consists
of two strictly full1 subcategories D≤0 and D≥0 of D, so that by setting D≤n =
D≤0[−n] and D≥n = D≥0[−n] one has:

(1) HomD(P ,R) = 0 if P ∈ D≤0 and R ∈ D≥1.
(2) D≤0 ⊂ D≤1 and D≥1 ⊂ D≥0.
(3) for every P ∈ D, there exists a triangle

P ′ −→ P −→ P ′′ [1]−→ P ′[1],

with P ′ ∈ D≤0,P ′′ ∈ D≥1.

If the above conditions are satisfied, we say that (D≤0,D≥0) is a t-structure on D.

Definition 8.1.2 The full subcategory

C := D≤0 ∩D≥0

of D is called the heart (or core) of the given t-structure.

1Strictly full means that if F ∈ D and G ∈ D≤0, and F ∼= G in D, then F ∈ D≤0.
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Definition 8.1.3 A t-structure is non-degenerate if

⋂

n

D≤n =
⋂

n

D≥n = {0},

where 0 is the isomorphism class of the zero object in D.

Proposition 8.1.4 Let D be a triangulated category with a t-structure. The inclu-
sion D≤n ↪→ D has a right adjoint functor τ≤n : D → D≤n, and the inclusion
D≥n ↪→ D has a left adjoint functor τ≥n : D→ D≥n.

Proposition 8.1.5 For every object P in a triangulated category D with a t-
structure, there is a distinguished triangle

τ≤0P −→ P −→ τ≥1P
[1]−→

Exercise 8.1.6 Let D be a triangulated category with a t-structure, and let P ∈ D.
Show that the following are equivalent:

(i) P ∈ D≤n (resp., P ∈ D≥n).
(ii) the canonical morphism τ≤nP → P (resp., P → τ≥nP ) is an isomorphism.

(iii) τ≥n+1P = 0 (resp., τ≤n−1P = 0).

Exercise 8.1.7 Let P ′ → P → P ′′ [1]→ be a distinguished triangle in a triangulated
categoryD with t-structure. Show that if P ′,P ′′ ∈ D≤0 (resp.,D≥0), then P ∈ D≤0

(resp., D≥0). In particular, if P ′,P ′′ ∈ C, then P ∈ C.

Proposition 8.1.8 For every object P in a triangulated category D with a t-
structure, the following assertions hold:

(i) for integers n, m:

τ≤n(P [m])  τ≤n+m(P )[m] , τ≥n(P [m])  τ≥n+m(P )[m].

(ii) for integers m ≤ n, there is a unique isomorphism

τ≥mτ≤nP  τ≤nτ≥mP .

Proposition 8.1.9 The heart C of a t-structure is an abelian category, and it is
stable by extensions.

One can extend the notion of cohomology groups to any t-category by using the
above truncation functors τ≤0 and τ≥0 as follows:

Definition 8.1.10 The functor

tH 0 := τ≥0τ≤0 = τ≤0τ≥0 : D→ C
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is called the cohomology functor of the given t-structure. We also set

tH i := tH 0 ◦ [i],

i.e., tH i(P ) = tH 0(P [i]) = (τ≥iτ≤iP )[i], for P ∈ D.

Proposition 8.1.11 The functor tH 0 is cohomological, that is, by applying tH 0 to

a distinguished triangle P ′ → P → P ′′ [1]→, one gets an exact sequence

tH 0(P ′) −→ tH 0(P ) −→ tH 0(P ′′).

Furthermore, by turning the triangle2 repeatedly, the functor tH 0 induces in fact a
long exact sequence

· · · → tH i−1(P ′′)→ tH i(P ′)→ tH i(P )→ tH i(P ′′)→ tH i+1(P ′)→ · · ·

Example 8.1.12 (Standard t-Structure) Let Sh(X) be the abelian category of
sheaves of A-modules on X, and let D(X) be the corresponding derived category.
Then

D≤0(X) := {F• ∈ D(X) |Hi (F•) = 0, i > 0},

D≥0(X) := {F• ∈ D(X) |Hi (F•) = 0, i < 0}

yields a t-structure on D(X) (e.g., see [6, Example 7.1.3]), called the standard t-
structure. The corresponding truncations are defined by

τ≤0(F
•) = {· · · → F−2 → F−1 → ker(d0)→ 0 → . . . },

τ≥0(F
•) = {· · · → 0 → coker(d−1)→ F1 → F2 → . . . }.

The heart

D≤0(X)∩D≥0(X) = {· · · → 0 → H0(F•)→ 0 → . . . }

of this t-structure is equivalent to Sh(X).

Definition 8.1.13 (Perverse t-Structure) Let X be a complex algebraic (or ana-
lytic) variety, and fix as before a noetherian and commutative coefficient ring A of
finite cohomological dimension. Denote byDb

c (X) the full triangulated subcategory
of the derived category Db(X) of bounded complexes of sheaves of A-modules,

2Turning a triangle refers to the fact that P ′ → P → P ′′ [1]→ is a distinguished triangle if and only

if P → P ′′ → P ′[1] [1]→ is a distinguished triangle.
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consisting of constructible complexes (i.e., constructible with respect to some
Whitney stratification).

(i) The perverse t-structure on Db
c (X) is defined by:

pD
≤0
(X) = {F• ∈ Db

c (X) | dimC supp−j (F•) ≤ j ,∀j ∈ Z},
pD≥0(X) = {F• ∈ Db

c (X) | dimC cosuppj (F•) ≤ j ,∀j ∈ Z},

where we recall that, for ix : {x} ↪→ X denoting the point inclusion, we define
the support and, respectively, the cosupport of F• by:

suppj (F•) = {x ∈ X | Hj (i∗xF•) �= 0},

cosuppj (F•) = {x ∈ X | Hj (i!xF•) �= 0}.

(For a constructible complex F•, the sets suppj (F•) and cosuppj (F•) are
closed algebraic (or analytic) subvarieties ofX, hence their dimensions are well
defined.)
We say that a complex F• ∈ pD≤0(X) satisfies the condition of support,
whereas F• ∈ pD≥0(X) is said to satisfy the condition of cosupport.

(ii) A complex F• ∈ Db
c (X) is called a perverse sheaf if

F• ∈ Perv(X) := pD≤0(X)∩ pD≥0(X).

Remark 8.1.14 The perverse t-structure is non-degenerate.

The above generalities about t-structures can be translated into the following
facts about perverse sheaves:

(1) There exist (perverse) truncations pτ≤0, pτ≥0 that are adjoint to the inclusions
pD≤0(X) ↪→ Db

c (X)←↩ pD≥0(X), i.e., for every m ∈ Z,

HomDb
c (X)

(F•,G•) = HompD≤m(X)(F
•, pτ≤mG•)

if F• ∈ pD≤m(X) and, similarly,

HomDb
c (X)

(F•,G•) = HompD≥m(X)(
pτ≥mF•,G•)

if G• ∈ pD≥m(X). In particular, there are adjunction maps F• −→ pτ≥mF•
and pτ≤mF• −→ F•.

(2) The i-th perverse cohomology of F• is defined as

pHi (F•) := pτ≤0
pτ≥0(F

•[i]).
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(3) F• ∈ Db
c (X) satisfies the condition of support if, and only if, pHi (F•) = 0 for

all i > 0. Similarly, F• ∈ Db
c (X) satisfies the condition of cosupport if, and

only if, pHi (F•) = 0 for all i < 0. In particular, F• ∈ Perv(X) if, and only if,
pH0(F•) = F• and pHi (F•) = 0 for all i �= 0.

(4) For every distinguished triangle A• → B• → C• [1]→ in Db
c (X), there is an

associated long exact sequence in Perv(X):

· · · → pHi (A•)→ pHi (B•)→ pHi (C•)→ pHi+1(A•)→ · · ·

(5) If A•,C• ∈ Perv(X) and A• → B• → C• [1]→ is a distinguished triangle in
Db
c (X), then B• ∈ Perv(X).

(6) For F• ∈ Db
c (X), there is a perverse cohomology spectral sequence

E
i,j
2 = H

i (X; pHj
(F•)) !⇒ H

i+j (X;F•). (8.1)

Exercise 8.1.15 Let F• ∈ Db
c (X). Show that F•  0 if, and only if, pHj (F•) = 0

for every j ∈ Z.

Exercise 8.1.16 Let u : F• → G• be a morphism in Db
c (X). Show that u is a quasi-

isomorphism if, and only if, pHj (u) : pHj (F•)→ pHj (G•) is an isomorphism of
perverse sheaves for every j ∈ Z.

Exercise 8.1.17 Let � : A• → B• be a morphism of perverse sheaves, with
mapping cone C•�. Show that Ker � = pH−1(C•�) and Coker � = pH0(C•�).

Remark 8.1.18 The perverse cohomology sheaf construction provides a way to get
perverse sheaves out of any constructible complex. Another important method for
constructing perverse sheaves, the intermediate extension, will be discussed later on,
in Section 8.4.

In the case when the base ring is a field, the Universal Coefficient Theorem (5.15)
yields the following:

Lemma 8.1.19 If the base ring A is a field, then

cosuppj (F•) = supp−j (DF•).

Proof Let G• = DF•, hence F• = DG•. Since we work over a field, we have:

Hj (i!xF•) = Hj (i!xDG•) = Hj (Di∗xG•)
UCT= H−j (i∗xG•)∨ = H−j (i∗xDF•)∨.

��
Corollary 8.1.20 If the coefficient ring A is a field, then F• ∈ pD≤0(X) if and
only if DF• ∈ pD≥0(X). In particular, the duality functor D : Db

c (X) → Db
c (X)

preserves perverse sheaves, i.e., it restricts to a functor
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D : Perv(X)→ Perv(X).

Remark 8.1.21 Corollary 8.1.20 can be rephrased by saying that, if the base ring A
is a field, then

pτ≤0(DF•)  D(pτ≥0F
•) , pτ≥0(DF•)  D(pτ≤0F

•) ,

whence:

D(pHj (F•))  pH−j (D(F•)). (8.2)

8.2 Gluing of t-Structures

Definition 8.2.1 Let Di (i = 1, 2) be two triangulated categories with t-structures
(D

≤0
i ,D≥0

i ). Let F : D1 → D2 be a functor of triangulated categories. Then F is

left t-exact if F(D≥0
1 ) ⊆ D

≥0
2 , right t-exact if F(D≤0

1 ) ⊆ D
≤0
2 , and t-exact if F is

both left and right t-exact.

Definition 8.2.2 If C1, C2 are the hearts of the above t-structures, with ki : Ci ↪→
Di , then

pF := tH 0 ◦ F ◦ k1 : C1 → C2

is called the perverse functor associated to F .

Remark 8.2.3 If F : D1 → D2 is a t-exact functor, then F restricts to a functor
F : C1 → C2 on the corresponding hearts that is naturally isomorphic to the perverse
functor pF .

Exercise 8.2.4 Let F : D1 → D2 be a functor of triangulated categories with t-
structures. Show that if F is left (resp., right) t-exact and P is an object in D≥0

1

(resp., D≤0
1 ), then:

tH 0(F (P ))  pF (tH 0(P )). (8.3)

Exercise 8.2.5 Show that if F : D1 → D2 is left/right t-exact, then pF : C1 → C2
is left/right exact.

Exercise 8.2.6 Let D1 and D2 be two triangulated categories with t-structures.
Assume that F : D1 → D2 and G : D2 → D1 are functors of triangulated
categories, and F is the left adjoint functor of G. Show that F is right t-exact if
and only if G is left t-exact.

Let X be a complex algebraic (or analytic) variety with a stratification X. Let
Z ⊆ X be a closed subset that is a union of strata. Let U = X − Z and i : Z ↪→



136 8 Perverse Sheaves

X, j : U ↪→ X be the inclusions maps. Then one has the following diagrams of
functors of triangulated categories

Db(Z)
i∗=i!−−−→ Db(X)

j∗=j !−−−→ Db(U)

Db(U)
Rj∗,j!−−−→ Db(X)

i∗,i!−−→ Db(Z),

so that j∗ ◦ i∗ = 0, i∗ ◦ j! = 0, and i! ◦Rj∗ = 0. Moreover, for F• ∈ Db
c (X) these

functors fit into the attaching triangles:

i!i!F• −→ F• −→ Rj∗j∗F•
[1]−−→

j!j !F• −→ F• −→ i∗i∗F•
[1]−−→ .

The adjunction morphisms

i∗i∗ −→ id −→ i!i!

j∗Rj∗ −→ id −→ j !j!

are isomorphisms (equivalently, the functors i∗, j∗, and j! are fully faithful). The
functors i∗, j∗ = j !, i!, i∗ preserve constructibility in both the algebraic and the
analytic setting. The functors j! and Rj∗ preserve constructibility in the algebraic
setting; the same holds in the analytic setting provided that one fixes a Whitney
stratification X of the pair (X,Z) and constructibility is taken with respect to X

(indeed, in this case, X, U , Z inherit Whitney stratifications as well). See [214,
Proposition 4.2.1] for more details.

A fundamental result in the theory of perverse sheaves (see [12, Theorem 1.4.10],
or [6, Section 7.2]) is that the perverse t-structure on Db

c (X) can be obtained by
“gluing” the perverse t-structures on Db

c (U) and Db
c (Z) as follows:

Theorem 8.2.7 (Gluing of t-Structures) Let X be a complex algebraic variety.
Then the perverse t-structure on Db

c (X) can be obtained by gluing the perverse
t-structures on Db

c (U) and Db
c (Z), as follows:

pD
≤0
(X) = {F• ∈ Db

c (X) | j∗F• ∈ pD
≤0
(U), i∗F• ∈ pD

≤0
(Z)},

pD
≥0
(X) = {F• ∈ Db

c (X) | j !F• ∈ pD
≥0
(U), i!F• ∈ pD

≥0
(Z)}.

Corollary 8.2.8 The functors j!, i∗ are right t-exact, the functors j ! = j∗, i∗ = i!
are t-exact, and Rj∗, i! are left t-exact.

Remark 8.2.9 In particular, Corollary 8.2.8 implies that restriction to open subsets
preserves perverse sheaves. Similar results also hold in the complex analytic context,
provided one works with fixed Whitney stratifications.
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Corollary 8.2.10 Let F• ∈ Db
c (X) with supp(F•) := ⋃

j suppj (F•) ⊆ Z, for
i : Z ↪→ X a closed subset. Then F• ∈ Perv(X) if and only if i∗F• ∈ Perv(Z).

Proof Since F• ∈ Perv(X) = pD≤0(X) ∩ pD≥0(X), one has by Theorem 8.2.7
that i∗F• ∈ pD≤0(Z) and i!F• ∈ pD≥0(Z). We claim that

i∗F•  i!F•, (8.4)

so then i∗F• ∈ pD≥0(Z) ∩ pD≤0(Z) = Perv(Z). In order to prove the claim,
note that the assumption supp(F•) ⊆ Z implies that j∗F•  0, where j : U =
X − Z ↪→ X is the open inclusion. From the attaching triangles, we then get that
F•  i!i!F•  i∗i∗F•, hence

i!i!F•  i∗i∗F•.

Applying i∗ and using the fact that i∗i!  id  i∗i∗, yields that i!F•  i∗F•, as
claimed. For the converse statement, since j∗F• = j !F•  0, Theorem 8.2.7 yields
that: F• ∈ pD≤0(X) if and only if i∗F• ∈ pD≤0(Z), and F• ∈ pD≥0(X) if and
only if i!F• ∈ pD≥0(Z). Then the equivalence in the statement follows via (8.4),
which only uses the assumption on support. ��
Remark 8.2.11 As already seen above, perverse sheaves are in general not sheaves,
but rather complexes of sheaves. The reason for using the terminology perverse
“sheaf” is that the functor

U �−→ Perv(U),

for U open subset of X, behaves like a sheaf with respect to gluing local data into a
global object. In other words, the category Perv(X) is a stack, see [12, Corollary
2.1.23]. This means that given an open covering X = ∪iUi , perverse sheaves
F•i ∈ Perv(Ui), and isomorphisms F•i |Ui∩Uj  F•j |Ui∩Uj satisfying the usual
compatibility conditions, one can glue the F•i ’s uniquely to get a perverse sheaf
F• ∈ Perv(X). Moreover, morphisms of perverse sheaves can also be glued (see
[12, Corollary 2.1.22]).

8.3 Examples of Perverse Sheaves

Before discussing examples of perverse sheaves, it is important to note that the
categories pD≤0(X), pD≥0(X) can also be described in terms of a fixed Whitney
stratification X of X. Indeed, by applying the gluing theorem (Theorem 8.2.7)
inductively on strata, the perverse t-structure can be characterized as follows:
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Theorem 8.3.1 Say X = ∪
α
Xα , with Xα the connected components of the strata in

a Whitney stratification X, with inclusions iXα : Xα ↪→ X. If F• is constructible
with respect to X, then:

F• ∈ pD≤0(X) ⇐⇒ Hj (i∗XαF
•) = 0, ∀α, ∀j > − dimCXα ,

F• ∈ pD≥0(X) ⇐⇒ Hj (i!XαF
•) = 0, ∀α, ∀j < − dimCXα .

Exercise 8.3.2 Show that F• ∈ Perv({x}) if and only if Hi(F•) = 0 for all i �= 0.

Exercise 8.3.3 Show that ifX is a nonsingular variety of complex dimension n and
F• is constructible with respect to the trivial stratification, then F• is perverse if and
only if

F•  H−n(F•)[n].

Example 8.3.4 IfX is a nonsingular variety of complex dimension nwith the trivial
stratification, and L is a local system on X, then L[n] ∈ Perv(X), e.g., AX[n] ∈
Perv(X) (see Theorem 8.3.12 below for an instance where this fact remains true
even in the singular case). On the other hand, ifX is singular and F is a constructible
sheaf on X, it is not true in general that F[dimCX] is perverse on X.

Exercise 8.3.5 Show that if F• ∈ Perv(X) then Hi (F•) = 0 for i /∈ [− dimCX, 0].
Exercise 8.3.6 Show that if F• ∈ Perv(X) is supported on a closed d-dimensional
stratum of X, then

F•  H−d(F•)[d].

Example 8.3.7 If X is a pure-dimensional variety then ICX ∈ Perv(X).

Example 8.3.8 Because the support conditions for perverse sheaves are relaxed
slightly from those of ICX, the shifted logarithmic intersection cohomology
complex IC•

�
[− dimCX] from Remark 6.3.12 is also perverse.

Exercise 8.3.9 Let f : X→ Y be a finite map (i.e., proper, with finite fibers). Then
Rf∗ = f! preserves perverse sheaves. If, moreover, f is generically bijective, then
Rf∗ICX  f∗ICX  ICY . The latter fact applies, in particular, to the case when
X is the (algebraic) normalization of Y .

Before giving another important example of perverse sheaves, let us recall the
following:

Definition 8.3.10

(i) A germ of a complex analytic set (X, 0) at the origin 0 ∈ C
n is a complete

intersection singularity if all irreducible components of (X, 0) have the same
dimension, say m, and (X, 0) can be defined set-theoretically as the zero set of
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n−m analytic functions. (This means that in a small enough open ball Bε at
the origin in C

n,

X ∩Bε = {x ∈ Bε | f1(x) = · · · = fn−m(x) = 0}

for some analytic functions f1, · · · , fn−m.)
(ii) Let Y be a nonsingular variety of complex dimension n, and let X ⊂ Y be a

closed subvariety. We say thatX is a local complete intersection if for every x ∈
X, the germ (X, x) is a complete intersection singularity in (Y , x) ∼= (Cn, 0).

Example 8.3.11

(i) A hypersurface singularity is a complete intersection singularity.
(ii) If (X, 0) is the germ of a smooth complex subvariety in C

n, then (X, 0) is a
complete intersection singularity.

The following result of Lê [138] provides an extension of Example 8.3.4 in the
singular context:

Theorem 8.3.12 Let X be a complex algebraic (or analytic) space of pure complex
dimension n, which is a local complete intersection. Then AX[n] ∈ Perv(X). More
generally, L[n] is a perverse sheaf on X for every local system L on X.

Proof For simplicity of the exposition, we prove the assertion only in the case when
A is a field and X has only isolated singularities, that is, X = Xn �X0, where Xn =
Xreg is the (top) n-dimensional stratum and X0 = Sing(X) is the 0-dimensional
stratum. (The proof of the general case is not much harder, and can be found, e.g.,
in Dimca’s book [61, Theorem 5.1.20].) Let in, i0 denote the inclusion maps of the
strata Xn, X0, respectively, into X. Then

Hj (AX[n])x∈X =
{

A, j = −n,

0, j �= −n.

So, Hj (i∗0AX[n]) = 0 if j > 0, and Hj (i∗nAX[n]) = 0 if j > −n, which implies
AX[n] ∈ pD≤0(X).

For proving that AX[n] ∈ pD≥0(X), we make use of the local calculations of
Section 7.2 as follows. Recall that we work under the assumption that X has only
isolated singularities. Note that, since A is a field, we have

AX[n] ∈ pD≥0(X) ⇐⇒ D(AX[n]) ∈ pD≤0(X).
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Moreover, for x ∈ X, by the local calculations of Section 7.2 we have the following
sequence of isomorphisms:

Hj (D(AX[n]))x ∼= Hj−n(DAX)x
∼= H

n−j
c (B̊ε(x);A)∨

∼= Hn−j (B̊ε(x), B̊ε(x)− x;A)∨
∼= ˜Hn−j−1(Kx;A)∨

(8.5)

where Kx denotes the link of x in X, and the last isomorphism uses the local
contractibility of X and the long exact sequence for the cohomology of a pair.

If x is a smooth point, i.e., x ∈ Xn, then Kx is homeomorphic to the sphere
S2n−1, so Hj (D(AX[n]))x ∼= 0 if n− j − 1 < 2n− 1, i.e., j > −n.

Next, we need the following classical fact from Singularity Theory, which asserts
that the link of a singular point x in an n-dimensional local complete intersection is
(n− 2)-connected (see [94]). So, at an isolated singular point x ∈ X we have that

Hj (D(AX[n]))x ∼= ˜Hn−j−1(Kx;A)∨ ∼= 0

if n− j − 1 < n− 1, or j > 0.
Altogether D(AX[n]) ∈ pD≤0(X). ��

Exercise 8.3.13 For the special case of local complete intersections with isolated
singularities, prove the condition of cosupport directly, without reference to the
Verdier dual (the proof should apply to any coefficient ring A).

8.4 Intermediate Extension

Let j : U ↪→ X be the inclusion of an open constructible subset of the complex
algebraic (or analytic) variety X, with i : Z = X−U ↪→ X the closed inclusion.

Definition 8.4.1 A sheaf complex F• ∈ Db
c (X) is an extension of G• ∈ Db

c (U) if
j∗F•  G•.

Remark 8.4.2 If F• ∈ Db
c (X) is an extension of G• ∈ Db

c (U), then by adjunction
one gets morphisms:

j!G• −→ F• −→ Rj∗G•. (8.6)

Since j∗j!  id  j∗Rj∗, j!G• can be regarded as the “smallest” extension of G• to
X, and Rj∗G• can be viewed as the “largest” such extension.
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Assume now that G• ∈ Perv(U), and we look for extensions F• ∈ Perv(X).
Applying the functor pH0 to the above morphisms of (8.6), and using pH0(F•)  
F•, we get the diagram:

pj !G• −→ F• −→ pj∗G•.

Definition 8.4.3 (Intermediate Extension) The intermediate extension j!∗G• of
the perverse sheaf G• ∈ Perv(U) is the unique extension F• ∈ Perv(X) of G•
satisfying the following equivalent properties:

(i) F• is the image in Perv(X) of the morphism pj !G• → pj∗G•.
(ii) F• is the unique extension of the perverse sheaf G• in Db

c (X) so that i∗F• ∈
pD≤−1(Z) and i!F• ∈ pD≥1(Z).

(For the equivalence of the above two properties in Definition 8.4.3, see [12, 1.4.22,
1.4.24].)

Using the description of the perverse t-structure from Theorem 8.3.1, the
definition of the intermediate extension can be reformulated as follows:

Proposition 8.4.4 If G• ∈ Perv(U), the intermediate extension j!∗G• is, up to
isomorphism, the unique extension F• of G• in Db

c (X) such that for every stratum
V ⊂ X − U (in a stratification with respect to which F• is constructible) and
inclusion iV : V ↪→ X, one has:

(i) Hk(i∗VF•) = 0, for all k ≥ − dimC V .
(ii) Hk(i!VF•) = 0, for all k ≤ − dimC V .

The intermediate extension can also be described inductively on strata, using
iterated truncations. Let us denote by U� the union of strata of pure complex
dimension at least �, with open inclusion

v = v� : U�+1 ↪→ U�.

With these notations, the following result holds, see [12, Proposition 2.1.11]:

Proposition 8.4.5 Given G• ∈ Perv(U�+1), one has

v!∗G• = τ≤−�−1v∗G• ∈ Perv(U�).

Exercise 8.4.6 Recall that if X is of pure dimension n, and j : U = Xreg ↪→ X

is the inclusion of nonsingular locus, then for a local system L on U one has that
L[n] ∈ Perv(U). Show that:

ICX(L)  j!∗(L[n]).



142 8 Perverse Sheaves

Exercise 8.4.7 Show that for every open subvariety U of X with inclusion map
j : U ↪→ X, one has:

ICX  j!∗ICU .

Exercise 8.4.8 Let X be an irreducible nonsingular algebraic curve and let j :
U ↪→ X be the inclusion of a Zariski-open and dense subset. Show that if L is
a local system on U , then:

ICX(L)  j!∗(L[1])  (j∗L)[1].

Exercise 8.4.9 Show that the functor j!∗ is not exact (i.e., it does not necessarily
send a short exact sequence in Perv(U) into a short exact sequence in Perv(X)).

Proposition 8.4.10 Let G• ∈ Perv(U) and Z = X−U . Then:

(i) pj∗G• has no non-trivial sub-object whose support is contained in Z.
(ii) pj !G• has no non-trivial quotient object whose support is contained in Z.

Proof Let P• ↪→ pj∗G• be a sub-object of pj∗G• with support contained in Z. It
follows from Corollary 8.2.10 that i!P•  i∗P• ∈ Perv(Z), thus pi!P•  i!P•.
Since P•  i∗i!P•, it suffices to show that pi!P• = 0. Apply the left exact functor
pi! to the exact sequence 0 → P• → pj∗G• to obtain an exact sequence

0 −→ pi
!
P• −→ pi

!pj∗G•

Moreover, since i!Rj∗  0, it follows from (8.3) that

pi
!pj∗G•  pH

0
(i!Rj∗G•)  0.

Therefore, pi!P• = 0. The proof of (ii) is similar, and is left as an exercise. ��
Corollary 8.4.11 The intermediate extension j!∗G• of G• ∈ Perv(U) has no non-
trivial sub-object and no non-trivial quotient object whose supports are contained
in Z.

Exercise 8.4.12 Let X be a local complete intersection of pure complex dimension
n. Show that the natural map αX : AX[n] → ICX is a surjection in the category
Perv(X). The kernel of αX is a perverse sheaf on X supported on the singular locus,
which is often referred to as the comparison complex.

Corollary 8.4.13 Assume G• ∈ Perv(U) is a simple object. Then j!∗G• ∈ Perv(X)
is also a simple object.

Proof Let P• ↪→ j!∗G• be a sub-object of j!∗G•, and consider the associated short
exact sequence in Perv(X):

0 −→ P• −→ j!∗G• −→ Q• → 0.
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Apply the t-exact functor j ! = j∗ to it to get the following short exact sequence in
Perv(U):

0 −→ j∗P• −→ G• −→ j∗Q• → 0.

Since G• is simple, j∗P• or j∗Q• is zero, i.e., P• or Q• has support contained in Z.
By Corollary 8.4.11, it follows that P• = 0 or Q• = 0. ��

As suggested by the previous corollary, the intermediate extension functor plays
an important role in describing the simple objects in the abelian category Perv(X).
More precisely, the following result holds (see [12, Theorem 4.3.1]):

Theorem 8.4.14 Let X be a complex algebraic variety, and assume that the
coefficient ring A is a field.

(a) The category of perverse sheaves Perv(X) is artinian and noetherian, i.e., every
perverse sheaf on X admits an increasing finite filtration with quotients simple
perverse sheaves.

(b) The simple A-perverse sheaves on X are the twisted intersection complexes
ICV (L) (regarded as complexes on X via extension by zero), where V runs
through the family of smooth algebraic subvarieties of X, L is a simple (i.e.,
irreducible) A-local system on V , and V is the closure of V in X.

We conclude this section with a result describing the behavior of the intermediate
extension with respect to the dualizing functor.

Proposition 8.4.15 Assume the coefficient ring A is a field, and let G• ∈ Perv(U).
Then

DX(j!∗G•)  j!∗DU(G
•). (8.7)

Proof By applying the dualizing functor DX to the sequence

pj !G• � j!∗G• ↪→ pj∗G•

of morphisms in Perv(X), one gets by Corollary 8.1.20 a sequence

DX(
pj∗G•)� DX(j!∗G•) ↪→ DX(

pj !G•)

of morphisms in Perv(X). Moreover, Corollary 8.1.20 also yields that

DX(
pj∗G•)  pH

0
DX(Rj∗G•)  pH

0
(Rj!(DUG

•))  pj !(DUG
•)

DX(
pj !G•)  pH

0
DX(Rj!G•)  pH

0
(Rj∗(DUG

•))  pj∗(DUG
•).
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Therefore, one obtains a sequence

pj !(DUG
•)� DX(j!∗G•) ↪→ pj∗(DUG

•)

of morphisms in Perv(X), which proves the assertion (by uniqueness). ��

8.5 A Splitting Criterion for Perverse Sheaves

In this section, we discuss a splitting criterion for perverse sheaves (see [49, Lemma
4.1.3]) that plays an important role in de Cataldo–Migliorini’s proof of the BBDG
decomposition theorem (see Section 9.3). We assume that the base ring A is a field.

Let X be a complex algebraic variety of dimension n, F• ∈ Perv(X), and X

a Whitney stratification of X with respect to which F• is constructible. To set the
notations, recall that X yields a filtration

X = Xn ⊇ Xn−1 ⊇ · · · ⊇ X1 ⊇ X0 ⊇ X−1 = ∅

by closed algebraic subsets such that

Zi := Xi −Xi−1

is either empty or a locally closed algebraic subset of pure dimension i, and whose
connected components are the i-dimensional strata of X. Set

Ui := X−Xi−1 =
⊔

j≥i
Zj ,

so that Ui = Ui+1 �Zi . In particular, Un is a Zariski-dense open subset of X, and
U0 = X.

Let � ∈ Z be fixed. Assume, moreover, that

X = U �Z,

where U = U�+1 = ⊔i>� Zi and Z = Z� is a closed �-dimensional stratum. Let
u : Z ↪→ X and v : U ↪→ X be the corresponding closed and open inclusions.

By the condition of support for F• ∈ Perv(X) (that is, the first condition in
Theorem 8.3.1), the map τ≤−�F• → F• is an isomorphism. Similarly, the condition
of support for v∗F• ∈ Perv(U) implies that the map τ≤−�−1v

∗F• → v∗F• is an
isomorphism. Since F• ∈ D≤−�(X), we have that

HomDb
c (X)

(F•,G•) ∼= HomD≤−�(X)(F
•, τ≤−�G•)
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for every G• ∈ Db
c (X). For G• = Rv∗v∗F•, it then follows that the adjunction map

F• → Rv∗v∗F• admits a natural lifting

t : F• −→ τ≤−�Rv∗v∗F•.

We also have a map

c : F• → τ≥−�F•  H−�(F•)[�],

where the last isomorphism uses again the fact that F• ∈ D≤−�(X). Moreover, the
support condition for F• implies that suppH−�(F•) ⊆ Z, hence, by constructibility,
H−�(F•) is a local system on the stratum Z. In particular, the complexes

H−�(F•)[�]  u∗u∗H−�(F•)[�]  H−�(u∗u∗F•)[�]

are perverse. Note also that, since v∗F• ∈ Perv(U), it follows from the inductive
construction of the intermediate extension (see Proposition 8.4.5) that

τ≤−�−1Rv∗v∗F•  v!∗v∗F• ∈ Perv(X).

In this setup, the following splitting result holds, see [49, Lemma 4.1.3] (compare
also with Proposition 4.6.3):

Theorem 8.5.1 Assume

dimAH−�(u!u!F•)z = dimAH−�(u∗u∗F•)z (8.8)

for some (or, equivalently, every) point z ∈ Z. Then the following statements are
equivalent:

(i) The natural map H−�(u!u!F•)→ H−�(F•) is an isomorphism.
(ii) The map t : F• → τ≤−�Rv∗v∗F• has a unique lifting ˜t : F• →

τ≤−�−1Rv∗v∗F• and

(˜t , c) : F• −→ v!∗v∗F• ⊕H−�(F•)[�]

is an isomorphism of perverse sheaves.

Remark 8.5.2 Theorem 8.5.1 can be applied inductively, by attaching one stratum at
a time. Recall now that the artinian property of Perv(X) implies that every perverse
sheaf can be written as a finite extension of twisted intersection cohomology
complexes. Theorem 8.5.1 asserts that, if certain conditions on strata (as in part
(i)) are satisfied, all these extensions are trivial.

Exercise 8.5.3 Show that if F• ∈ Perv(X) is Verdier self-dual (e.g., F• = ICX
or F• = Rf∗ICY for f : Y → X a proper algebraic map), then the equal-rank
condition (8.8) is satisfied.
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8.6 Artin’s Vanishing Theorem

In this section we assume that the base ring A is a field.
Let us recall that a closed algebraic subvariety in an affine space C

n (i.e., the
common zero-locus of a finite family of complex polynomials in n variables) is
called a complex affine variety. An analytic varietyX is called a Stein variety if every
coherent OX-sheaf F is acyclic on X. For example, a closed analytic subvariety in
C
n is a Stein variety. Clearly, an affine variety is Stein.
We begin with a formulation of Artin’s vanishing theorem for constructible

sheaves, which was first proved in [228, Exposé XIV, Corollary 3.2] (see also [133,
Theorem 3.1.13] or [214, Corollary 6.1.2]).

Theorem 8.6.1 Let X be an affine n-dimensional complex algebraic variety, and
let F be a constructible sheaf on X. Then Hi(X;F) = 0 for all i > n.

Note that if F is a constructible sheaf, then F[dimCX] satisfies the condition of
support from the definition of perverse sheaves. In fact, Artin’s proof also applies to
a constructible complex satisfying the condition of support. Since perverse sheaves
satisfy the conditions of support and cosupport, they satisfy a stronger version of
the Artin vanishing theorem, as we shall next indicate.

Definition 8.6.2 A morphism f : X → Y of complex algebraic (resp. analytic)
varieties is an affine (resp., Stein) morphism if for all y ∈ Y there exists an open
neighborhood Uy of y in the Zariski (resp., analytic) topology such that f−1(Uy) is
an affine variety (resp., a Stein space).

For the following important result, see [12, Section 4.1] (and also [214, Corollary
6.0.8]):

Theorem 8.6.3 Let f : X → Y be an affine morphism. Then Rf∗ is right t-exact
and Rf! is left t-exact. If f is quasi-finite (i.e., dimC f

−1(y) ≤ 0, for all y ∈ Y ),
then the functors Rf∗ and Rf! are t-exact. (Here, t-exactness is with respect to the
perverse t-structure.)

Example 8.6.4 If j : U ↪→ X is an affine open immersion, then j is quasi-finite, so
Rj! and Rj∗ preserve perverse sheaves. For example, this applies if U is obtained
from C

n by removing a finite union of hypersurfaces, with j : U ↪→ C
n the

inclusion map.

Remark 8.6.5 A similar property holds for f : X→ Y a Stein morphism, provided
that one restricts only to constructible complexes F• such that Rf∗F• and/or Rf!F•
are constructible, see [122, Proposition 10.3.17] and also [214, Corollary 6.0.8].

Corollary 8.6.6 (Artin’s Vanishing for Perverse Sheaves) Let X be a complex
affine variety and F• ∈ Perv(X). Then

H
i (X;F•) = 0, for i > 0,
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and

H
i
c(X;F•) = 0, for i < 0.

Proof Since X is affine, the morphism f : X → pt is affine. Then Rf∗ is right
t-exact, so Rf∗F• ∈ pD≤0(pt) = D≤0(pt). This implies that H

i (X;F•) ∼=
Hi(Rf∗F•) = 0 for i > 0. Similarly, Rf! is left t-exact, so Rf!F• ∈ pD≥0(pt) =
D≥0(pt), which implies that Hi

c(X;F•) ∼= Hi(Rf!F•) = 0 for i < 0. ��
Remark 8.6.7 There is no sheaf analogue of Artin vanishing (Theorem 8.6.1) for
compactly supported cohomology, as the Verdier dual of a constructible sheaf is not
a sheaf.

Remark 8.6.8 Assuming Theorem 8.6.1, a different proof of Artin’s vanishing
theorem for perverse sheaves (Corollary 8.6.6) can be given as follows. Let X be
a complex affine variety and F• ∈ Perv(X). Since the supports of cohomology
sheaves of F• are closed affine subvarieties, the hypercohomology spectral sequence

Hp(X;Hq(F•)) !⇒ H
p+q(X;F•)

together with Artin’s vanishing theorem for constructible sheaves (Theorem 8.6.1)
yield readily the vanishing of H

i (X;F•) in the desired range. The vanishing
assertion for the hypercohomology with compact support of a perverse sheaf follows
by duality, using the fact that F• ∈ Perv(X) if and only if DF• ∈ Perv(X).

Corollary 8.6.9 Let X be an affine pure n-dimensional complex algebraic variety.
Assume that X is a local complete intersection. Then

Hi(X;Q) = 0, for i > n,

and

Hi
c (X;Q) = 0, for i < n.

Proof Theorem 8.3.12 yields that Q
X
[n] ∈ Perv(X). The assertion follows now

from Corollary 8.6.6. ��
Remark 8.6.10 A complex affine variety of complex dimension n has the homotopy
type of a finite CW complex of real dimension at most n, see [115] and also [60,
(1.6.10)]. (The Stein version of this fact is due to Hamm [96], though in this case
the CW complex may be infinite; e.g., take X = {x ∈ C | sin(x) �= 0}.) The above
corollary is a cohomological version of this result.
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If we drop the assumption that X is affine, we have the following weaker
vanishing result (see, e.g., [61, Proposition 5.2.20]):

Proposition 8.6.11 Let X be a pure n-dimensional complex algebraic (or analytic)
variety, and let F• ∈ Perv(X). Then

H
i (X;F•) = H

i
c(X;F•) = 0

for all i /∈ [−n, n].
Proof The assertion follows from the definition of Perv(X) (via Exercise 8.3.5),
together with the hypercohomology spectral sequence

E
p,q
2 = H

p

(c)(X;Hq(F•)) !⇒ H
p+q
(c) (X;F•).

��
Remark 8.6.12 For Artin-type vanishing results for perverse sheaves over a more
general base ring, see [214, Corollary 6.0.4] and the references therein.



Chapter 9
The Decomposition Package and
Applications

In this chapter, we discuss how to recast Lefschetz-type results for complex
projective varieties, by using intersection cohomology groups (Sections 9.1 and 9.2).
In the nonsingular context, one also recovers the classical statements mentioned in
Section 1.2. Section 9.3 is devoted to the BBDG decomposition theorem for proper
algebraic maps, one of the most important results of the theory of perverse sheaves.
A sample of the numerous applications of the decomposition package is presented
in Section 9.4.

Since we are transitioning towards geometric results with Hodge-theoretic
implications, in this chapter we assume that the base ring is A = Q.

9.1 Lefschetz Hyperplane Section Theorem

We begin with a general Lefschetz hyperplane section theorem (also referred to as
the “Weak Lefschetz theorem”) for perverse sheaves:

Theorem 9.1.1 (Weak Lefschetz Theorem for Perverse Sheaves) If X is a
complex projective variety and i : D ↪→ X denotes the inclusion of a hyperplane
section, then for every F• ∈ Perv(X) the following hold:

(i) the restriction map H
k(X;F•)→ H

k(D; i∗F•) is an isomorphism for k < −1
and is injective for k = −1.

(ii) the pushforward map H
k(D; i!F•)→ H

k(X;F•) is an isomorphism for k > 1
and is surjective for k = 1.

Proof Let i : D ↪→ X, j : U = X −D ↪→ X be the inclusion maps. Note that
U is an affine complex n-dimensional variety. Consider the compactly supported
hypercohomology long exact sequence associated to the attaching triangle:

j!j !F• −→ F• −→ i∗i∗F•
[1]−−→

© Springer Nature Switzerland AG 2019
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namely,

· · · −→ H
k
c(U ; j∗F•) −→ H

k(X;F•) −→ H
k(D; i∗F•) −→ · · ·

Since restriction to open subsets preserves perverse sheaves, we have that j∗F• ∈
Perv(U). So by Artin’s vanishing theorem (Theorem 8.6.6), we get that

H
k
c(U ; j∗F•) = 0 for k < 0.

Together with the above long exact sequence, this yields (i).
The assertion (ii) is proved similarly, by using the hypercohomology long exact

sequence associated to the dual attaching triangle

i!i!F• −→ F• −→ Rj∗j∗F•
[1]−−→ ,

together with Artin’s vanishing theorem (Theorem 8.6.6). ��
Exercise 9.1.2 Let X be a complex quasi-projective variety and let i : D ↪→ X

denote the inclusion of a generic hyperplane section of X relative to a fixed
embedding X ↪→ CPN . Show that if F• ∈ Perv(X), then i∗F•[−1] ∈ Perv(D).
(Hint: check directly that i∗F•[−1] and its Verdier dual satisfy the conditions of
support.)

The following consequence of Theorem 9.1.1 was originally obtained in [84,
Section 5.4] by using stratified Morse theory, and then in [83, Section 7] via Artin’s
vanishing:

Theorem 9.1.3 (Lefschetz Hyperplane Section Theorem for Intersection Coho-
mology) LetXn ⊂ CPN be a pure n-dimensional closed algebraic subvariety with
a Whitney stratification X. Let H ⊂ CPN be a generic hyperplane (i.e., transversal
to all strata of X). Then the natural homomorphism

IH i(X;Q) −→ IH i(X ∩H ;Q)

is an isomorphism for 0 ≤ i ≤ n− 2 and a monomorphism for i = n− 1.

Proof Let D = X ∩ H and denote by i : D ↪→ X the inclusion map. By
Theorem 9.1.1,

IHk+n(X;Q) := H
k(X; ICX) −→ H

k(D; i∗ICX)

is an isomorphism for k < −1 and a monomorphism for k = −1. Furthermore, by
the transversality assumption, the inclusion i is locally normally nonsingular, hence

i∗ICX  ICD[1].
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For the last claim, one can easily check that i∗ICX[−1] satisfies [AXm] on D (see
Exercise 6.5.4). Then

H
k(D; i∗ICX) ∼= H

k(D; ICD[1]) =: IHk+n(D;Q),

thus finishing the proof. ��

9.2 Hard Lefschetz Theorem for Intersection Cohomology

There are by now several approaches for obtaining the Hard Lefschetz theorem and
purity of intersection cohomology groups of complex projective varieties, e.g., by
positive characteristic methods [12, Theorem 6.2.10], by using Saito’s theory of
mixed Hodge modules [205, 207] (see Chapter 11 for an overview), or the more
geometric approach of de Cataldo–Migliorini [49].

The Hard Lefschetz theorem for intersection cohomology can be deduced from
a more general sheaf-theoretic statement, which we now describe. Let f : X → Y

be a projective1 morphism and let L ∈ H 2(X;Q) be the first Chern class of an
f -ample line bundle on X.2,3 Recall from (4.11) that L corresponds to a map of
complexes

L : Q
X
−→ Q

X
[2].

Tensoring with ICX yields a map

L : ICX −→ ICX[2].

This induces L : Rf∗ICX −→ Rf∗ICX[2], and after taking perverse cohomology
one gets a map of perverse sheaves on Y :

L : pHi
(Rf∗ICX) −→ pH

i+2
(Rf∗ICX).

Iterating, one obtains maps of perverse sheaves

Li : pH−i
(Rf∗ICX) −→ pH

i
(Rf∗ICX)

1f : X → Y is projective if it can be factored as X
i
↪→ Y ×CPN

p→ Y for some N , with i a
closed embedding, and p a projection.
2A very ample line bundle is one with enough global sections to set up an embedding of its base
variety into projective space. An ample line bundle is one such that some positive power is very
ample. For a morphism f : X→ Y , an f -ample line bundle on X is a line bundle that is ample on
every fiber of f .
3An example of such an f -ample line bundle on X can be obtained as follows: pull back the
hyperplane bundle from CPN to Y ×CPN , and then restrict to X.
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for every i ≥ 0. In the above notations, the following result holds:

Theorem 9.2.1 (Relative Hard Lefschetz) Let f : X → Y be a projective
morphism of complex algebraic varieties with X pure-dimensional, and let L ∈
H 2(X;Q) be the first Chern class of an f -ample line bundle on X. For every i > 0,
one has isomorphisms of perverse sheaves

Li : pH−i
(Rf∗ICX)

 −→ pH
i
(Rf∗ICX).

Remark 9.2.2 The special case of Theorem 9.2.1 for a smooth (i.e., submersive)
projective morphism f : X → Y of complex algebraic manifolds was proved by
Deligne, and it gives sheaf isomorphisms

Rn−m−if∗QX
 Rn−m+if∗QX

(9.1)

for every i > 0, where n = dimCX and m = dimC Y . Stalkwise, (9.1) is just the
classical Hard Lefschetz theorem on the (nonsingular projective) fibers of the map
f . In particular, if X is a complex projective manifold and one considers f to be
the constant map f : X → pt to a point space, then (9.1) yields the classical Hard
Lefschetz theorem on H ∗(X;Q).

By taking f in Theorem 9.2.1 to be the constant map f : X → pt to a point
space, one obtains as a consequence the Hard Lefschetz theorem for intersection
cohomology groups:

Corollary 9.2.3 (Hard Lefschetz Theorem for Intersection Cohomology) LetX
be a complex projective variety of pure complex dimension n, with L ∈ H 2(X;Q)
the first Chern class of an ample line bundle on X. Then there are isomorphisms

Li : IHn−i (X;Q) ∼=−→ IHn+i (X;Q) (9.2)

for every integer i > 0, induced by the cup product by Li .

Remark 9.2.4 Recall that intersection cohomology is not a ring. However, as seen
above, the cup product with a cohomology class is well defined, and intersection
cohomology is a module over cohomology.

One of the nice consequences of the Hard Lefschetz theorem for intersection
cohomology is the unimodality of the corresponding intersection homology Betti
numbers, generalizing Corollary 1.2.9 to the singular context.

Remark 9.2.5 The perverse cohomology sheaves appearing in Theorem 9.2.1 under-
lie a more complicated structure, that of pure mixed Hodge modules, e.g., see
Chapter 11. In particular, the isomorphisms (9.2) hold (up to a Tate twist) in the
category of pure Hodge structures.
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9.3 The BBDG Decomposition Theorem and Applications

One of the most important results in the theory of perverse sheaves is the BBDG
decomposition theorem [12, Theorem 6.2.5]. It was originally conjectured by S.
Gelfand and R. MacPherson, and it was proved soon after by Beilinson, Bernstein,
Deligne, and Gabber by reduction to positive characteristic. The proof given in
[12] ultimately rests on Deligne’s proof of the Weil conjectures. In late 1980s,
Morihiko Saito gave another proof of the decomposition theorem, as a consequence
of his theory of mixed Hodge modules [205, 206]. More recently, de Cataldo
and Migliorini [49] gave a more geometric proof, involving only classical Hodge
theory.4

In this section, we explain the statement and motivation of the decomposition
theorem, along with a few important applications. We follow here the approach
from [49]. (See also [245] for a detailed account of de Cataldo–Migliorini’s proof,
as well as Chapter 11, where Saito’s method of proof is briefly reviewed.) While the
decomposition theorem and the relative Hard Lefschetz theorem (Theorem 9.2.1)
are proved as a package in [49], here we focus only on the decomposition statement,
and steer away from any of its Hodge-theoretic aspects.

Stratifications of Algebraic Maps

Let us first recall some basic facts about complex algebraic maps.
First, every algebraic map f : X → Y of complex algebraic varieties

can be stratified, e.g., see [233]. This means that there exist algebraic Whitney
stratifications X of X and Y of Y such that, given any connected component S of a
Y-stratum on Y one has the following properties:

(a) f−1(S) is a union of connected components of strata of X, each of which
is mapped submersively to S by f ; in particular, every fiber f−1(y) of f is
stratified by its intersection with the strata of X.

(b) For every point y ∈ S, there is an Euclidean neighborhood U of y in S and
a stratum-preserving homeomorphism h : U × f−1(y) → f−1(U) such that
f |f−1(U) ◦ h is the projection to U .

Property (b) is the celebrated Thom’s isotopy lemma: for every stratum S in Y , the
restriction f |f−1(S) : f−1(S)→ S is a topologically locally trivial fibration.

Example 9.3.1 If f : X → Y is an open immersion, then a Whitney stratification
Y on Y induces a Whitney stratification X on X with respect to which f is stratified.

4A more general decomposition theorem (for semi-simple coefficients) has been obtained by
Mochizuki [183, 182] (with substantial contributions of Sabbah [204]), in relation to a conjecture
of Kashiwara [121].
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If f : X → Y is a closed immersion, one can choose a Whitney stratification X on
X so that every stratum of X is the intersection of X with a stratum of Y of the same
dimension.

Secondly, complex algebraic varieties and maps can be compactified, i.e., given
an algebraic map f : X → Y of complex algebraic varieties, there are compact
varietiesX′, Y ′ containingX and Y as Zariski-dense open subvarieties, and a proper
map f ′ : X′ → Y ′ such that f ′(X) ⊆ Y and f ′|X = f . Moreover, if f is proper,
then f ′(X′ −X) ⊆ Y ′ − Y .

Exercise 9.3.2 Use the fact that complex algebraic varieties are compactifiable to
give a proof of Corollary 7.3.1(a). Namely if (X,X) is a complex algebraic variety
with a Whitney stratification, then H

i (X;F•) and H
i
c(X;F•) are finite dimensional

for every bounded complex F• that is constructible with respect to X.

Deligne’s Decomposition Theorem

The BBDG decomposition theorem is a generalization of the following theorem of
Deligne, from a smooth projective morphism to an arbitrary proper morphism.

Theorem 9.3.3 (Deligne) Let f : X → Y be a smooth projective map of complex
algebraic manifolds. Then

Rf∗QX
 
⊕

i≥0

Hi (Rf∗QX
)[−i] ∈ Db

c (Y ), (9.3)

and the local systems Rif∗QX = Hi (Rf∗QX
) are semi-simple5 on Y .

Since in the decomposition (9.3) the map f : X → Y is assumed to be smooth
and projective, every fiber of f is a nonsingular complex projective variety. Deligne
deduced his decomposition (9.3) by applying the Hard Lefschetz theorem to the
cohomology of the fibers of f . (This idea is also used repeatedly in the proof of the
BBDG decomposition theorem by de Cataldo–Migliorini [49].) For a detailed proof
of Theorem 9.3.3, see [54] and [55, Theorem 4.2.6].

It should be noted that Ehresmann’s fibration theorem implies that if f : X→ Y

is a smooth proper map of complex algebraic manifolds, then f is a locally trivial
topological fibration. In particular, under the hypotheses of Deligne’s theorem, each
sheaf Rif∗QX

is a local system on Y , with fiber at y ∈ Y given by Hi (Rf∗QX
)y ∼=

Hi(f−1(y);Q).

5A local system L on Y is semi-simple if every local subsystem L′ of L admits a complement, i.e.,
a local subsystem L′′ of L such that L  L′ ⊕L′′.
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Remark 9.3.4 The semi-simplicity part of Theorem 9.3.3 fails in general if the map
f is not smooth or non-proper. Indeed, in such cases, the sheaves Rif∗QX

are not
necessarily local systems on the target, and the category of Q-sheaves has too few
simple objects (it is not “artinian”). If the projective map f has singular fibers, it
is also not difficult to find examples (e.g., resolutions of singularities of a complex
projective variety), where the decomposition statement (9.3) fails to hold.

Deligne’s decomposition theorem has the following immediate cohomological
consequence:

Corollary 9.3.5 Let f : X→ Y be a smooth projective map of complex algebraic
manifolds. Then

H ∗(X;Q) ∼=
⊕

i≥0

H ∗−i (Y ;Rif∗QX
). (9.4)

Deligne’s theorem (Theorem 9.3.3) also yields that the Leray spectral sequence

E
p,q
2 = Hp(Y ;Rqf∗QX

) !⇒ Hp+q(X;Q) (9.5)

of the smooth projective map f degenerates on the E2-page. This fact is specific to
the realm of complex algebraic geometry, and it fails in the non-algebraic or non-
proper situation. It also fails in real algebraic geometry or complex geometry. The
simplest example is provided by the Hopf fibration S3 → S2 with fiber S1 (this
is a real algebraic proper submersion), or its complex algebraic version given by
C

2 − {0} → CP 1. Indeed, if the Leray spectral sequence degenerated, then (with
rational coefficients) one would have that H ∗(S3) = H ∗(S1)⊗H ∗(S2), which is
obviously not true.

If f : X → Y is a smooth projective map of complex algebraic manifolds (i.e.,
a family of complex projective manifolds, the fibers of f ), the degeneration of the
Leray spectral sequence for f yields a surjective map

Hq(X;Q)� E
0,q∞ = E

0,q
2 = H 0(Y ;Rqf∗QX

) ∼= Hq(F ;Q)π1(Y ),

where F denotes the fiber of the fibration f , and Hq(F ;Q)π1(Y ) ⊆ Hq(F ;Q)
is the subspace of monodromy invariants. Hence every monodromy invariant class
is global, i.e., it comes from the total space X of the family. With help from the
theory of mixed Hodge structures (see Section 11.1 for a short introduction), one
can moreover show the following:

Theorem 9.3.6 (Global Invariant Cycle Theorem) Under the above notations, if
X is a smooth compactification of the complex algebraic manifold X, then

Image (H ∗(X;Q)→ H ∗(F ;Q)) = Image (H ∗(X;Q)→ H ∗(F ;Q))
= H ∗(F ;Q)π1(Y ).
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In particular, since H ∗(X;Q) carries a pure Hodge structure, it follows that the
subspace H ∗(F ;Q)π1(Y ) of monodromy invariants is a Hodge substructure (see
Chapter 11 for a brief overview of Hodge theory). This fact is quite striking, because
the space of monodromy invariants is obtained via a topological construction.

Semi-Small Maps

Semi-small maps are a class of maps that behave especially nicely with respect to
pushforward of perverse sheaves. They were defined and first analyzed by Borho–
MacPherson in [17] and [18].

For simplicity, we work with proper surjective maps f : X → Y , with X

nonsingular and pure-dimensional. Let us fix a stratification Y = ⊔λ Sλ of Y with
respect to which f is stratified. For any given stratum Sλ, let sλ ∈ Sλ denote any of
its points. Recall that f−1(Sλ) → Sλ is a topologically locally trivial fibration, so
fibers of f over such a stratum Sλ have constant dimension.

Definition 9.3.7 (Defect of Semi-Smallness, Semi-Small Maps) The defect of
semi-smallness r(f ) of f is defined by

r(f ) = max
λ
{2 dimC f

−1(sλ)+ dimC Sλ − dimCX} ≥ 0.

The map f is called semi-small if r(f ) = 0, i.e., if for every λ,

dimC Sλ + 2 dimC f
−1(sλ) ≤ dimCX.

A stratum Sλ of Y is called relevant if dimC Sλ + 2 dimC f
−1(sλ) = dimCX. A

semi-small map with no relevant strata of positive codimension is called a small
map.

Remark 9.3.8 A semi-small map is finite on every open stratum of Y , hence
dimC Y = dimCX. In particular, open strata are relevant, and all relevant strata have
even complex codimension in Y . Note also that the complex dimension of every fiber
of a semi-small map f : X→ Y is at most half of the complex dimension ofX, and
that equality can only occur at finitely many points in Y .

Example 9.3.9 If Y has dimension at most 2, then a small map f : X→ Y must be
finite. The blowup of a point in C

2 is semi-small. In fact, surjective maps between
complex surfaces are always semi-small. One the other hand, the blowup of a point
in C

3 is not semi-small. But the blowup of a line in C
3 is semi-small. A surjective

map of complex threefolds is semi-small if and only if no divisor (i.e., codimension
one subvariety) is contracted to a point.

Exercise 9.3.10 Show that the blowup of Ck ⊂ C
n, k ≤ n− 2, is semi-small if and

only if k = n− 2. Moreover, none of these maps is small.
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Example 9.3.11 An important class of semi-small maps (due to Kaledin [114])
consists of projective birational maps from a holomorphic symplectic nonsingular
variety. Here, a nonsingular quasi-projective complex variety is holomorphic sym-
plectic if it is even- dimensional and admits a closed holomorphic 2-form ω that is

non-degenerate, i.e., ω
dimC X

2 is nowhere vanishing.

Recall that an algebraic map f : X → Y is a resolution of singularities of a
complex algebraic variety Y if X is a nonsingular complex variety and f is proper
and an isomorphism away from a proper closed subset of Y (i.e., f is a proper
birational morphism). Such resolutions always exist by a fundamental result of
Hironaka [99].

Example 9.3.12 (Springer Resolution) Let F l(n) denote the complete flag variety
of Cn, whose points parameterize sequences of nested subspaces (flags)

{0} ⊂ V1 ⊂ · · · ⊂ Vn−1 ⊂ Vn ⊂ C
n.

The general linear group GL(n,C) acts transitively on F l(n), and the standard flag

{0} ⊂ 〈e1〉 ⊂ 〈e1, e2〉 ⊂ · · · ⊂ 〈e1, · · · , en−1〉 ⊂ C
n

(with {e1, · · · , en} the standard basis of Cn) is fixed by the Borel subgroup Bn of
all upper triangular invertible matrices with C-coefficients. Therefore, F l(n) is a
homogeneous manifold (in fact, a smooth projective variety), which can be written
as F l(n) = GL(n,C)/Bn. Let X = T ∗F l(n) be its cotangent bundle. Let C[X]
be the ring of regular functions on X and N := Spec C[X]. The affine variety N
can be identified with the nilpotent cone, i.e., the variety of nilpotent n× n matrices.
There is a map π : X → N , so that the fiber π−1(A) over a nilpotent matrix A is
the set of A-invariant flags. For example, the fiber over the zero-matrix is the whole
flag variety, viewed as the zero-section of its cotangent bundle. In fact, X can be
identified with

{(A,F) ∈ N × F l(n) | A stabilizes F },

and π is the first projection map. It’s not hard to see that the map π is birational.
Indeed, consider the subset Nreg of nilpotent matrices that are conjugate to the
Jordan matrix of order n, i.e., matrices A for which there is a basis {v1, · · · , vn}
with Avi = vi+1 for i ≤ n− 1 and Avn = 0. Then Nreg is a Zariski-open dense
subset of N , and the restriction π| : π−1(Nreg) → Nreg is an isomorphism since
the only flag preserved by such a matrix is

{0} ⊂ Span(vn) ⊂ Span(vn, vn−1) ⊂ · · · ⊂ Span(vn, · · · , v2) ⊂ C
n.

Therefore, π is a resolution of singularities of N , called the Springer resolution.
Moreover, using properties of the Jordan form of a nilpotent matrix, it can be shown
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that π is a semi-small map. In fact, since the cotangent bundle X has a natural
symplectic structure, the map π is a symplectic resolution, so it can also be seen
from Example 9.3.11 that π is semi-small. We can partition N according to the
Jordan canonical form. This gives rise to a stratification of N and π . Every stratum
of this stratification turns out to be relevant for the semi-small map π .

It is easy to see (by checking the axioms) that the following holds (compare also
with Proposition 9.3.18 below):

Proposition 9.3.13 Let f : X→ Y be a small map, withX nonsingular of complex
pure dimension n. Let U ⊆ Y be the nonsingular dense open subset over which f
is a covering map. Then

Rf∗QX
[n]  ICY (L),

where L is the local system (f∗QX
)|U .

In particular, Proposition 9.3.13 yields the following:

Corollary 9.3.14 If f : X → Y is a small resolution (i.e., a resolution of
singularities that is also a small map), then

Rf∗QX
[dimCX]  ICY .

In particular, in this case there is an isomorphism:

IH ∗(Y ;Q) ∼= H ∗(X;Q).

Remark 9.3.15 Small resolutions do not always exist, and they are not necessarily
unique when they do exist. If Y has several small resolutions, their cohomologies are
isomorphic as groups, but not necessarily isomorphic as rings. (This shows that there
is no natural product on intersection cohomology.) However, two small resolutions
must have the same Euler characteristic and the same signature.

For the following example, see [39, Section 5.2]:

Example 9.3.16 For positive integers a ≤ b, the Grassmann variety Ga(C
b) of a-

dimensional subspaces of Cb is a nonsingular complex projective variety of complex
dimension a(b− a). If M is a fixed subspace of Cb and c ≤ a is a positive integer,
then

S = {V ∈ Ga(C
b) | dimC V ∩M ≥ c}

is a projective subvariety of Ga(C
b), called a single condition Schubert variety.

There is a resolution of singularities f : ˜S → S, where

˜S = {(V ,W) ∈ Ga(C
b)×Gc(C

b) | W ⊆ V ∩M}



9.3 The BBDG Decomposition Theorem and Applications 159

and f (V ,W) = V . It can be shown that the resolution f is in fact a small map.
Therefore, Corollary 9.3.14 yields that

IH ∗(S;Q) ∼= H ∗(˜S;Q). (9.6)

If we choose an isomorphism M ∼= C
d , where d = dimCM , then we can define

π : ˜S −→ Gc(C
b), (V ,W) �→ W .

It is a routine check to show that π is a locally trivial fibration with fiber
Ga−c(Cb−c). It then follows from Corollary 9.3.5 that we have a decomposition:

Hj(˜S;Q) ∼=
⊕

p+q=j
Hp(Gc(C

b);Hq(Ga−c(Cb−c);Q)). (9.7)

Since Grassmann varieties are simply connected, it follows that every local system
on Gc(C

b) is trivial. Hence, one gets from (9.6) and (9.7) the following computation
of the intersection cohomology groups of S:

IHj (S;Q) ∼=
⊕

p+q=j
Hp(Gc(C

b);Q)⊗Hq(Ga−c(Cb−c);Q). (9.8)

The (co)homology of Grassmann manifolds is well-known, see, e.g., [91, Chapter
1, Section 5]. For example, Ga(C

b) has an algebraic cell decomposition (i.e., all
cells are complex affine spaces), so all of its cells are in even real dimensions. This
implies, in particular, that all of its odd Betti numbers vanish.

Exercise 9.3.17 Let X be the blowup of CP 2 at a point, with blowdown map f :
X→ CP 2. Show that Rf∗QX[2] is perverse on CP 2.

More generally, one has the following:

Proposition 9.3.18 Let f : X→ Y be a proper surjective map, withX nonsingular
of pure complex dimension n. Then

Rf∗(QX
[n]) ∈ pD≤r(f )(Y )∩ pD≥−r(f )(Y ),

i.e., pHi (Rf∗(QX
[n])) = 0 for i /∈ [−r(f ), r(f )].

In particular, if f is semi-small then Rf∗(QX
[n]) ∈ Perv(Y ).

Proof Since f is proper, Rf! = Rf∗. Hence

D(Rf∗(QX
[n]))  Rf∗(D(QX

[n]))  Rf∗(QX
[n]),

i.e., Rf∗(QX
[n]) is Verdier self-dual. By (8.2) it then suffices to check that

Rf∗(QX
[n]) ∈ pD≤r(f )(Y ). Equivalently, by Theorem 8.3.1, one has to show
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that, for sλ ∈ Sλ, the following support (stalk vanishing) condition is satisfied:
Hi (Rf∗(QX

[n]))sλ = 0 for all i > r(f ) − dimC Sλ. Indeed, for such a point

sλ ∈ Sλ, we have that Hi (Rf∗(QX
[n]))sλ = Hi+n(f−1(sλ);Q), since f is proper.

Moreover,

Hi+n(f−1(sλ);Q) = 0, if i + n > 2 dimC f
−1(sλ).

The desired vanishing follows readily since, by definition, r(f ) − dimC Sλ ≥
2 dimC f

−1(sλ)− n. ��
It was noted in [48, Proposition 2.2.7] that semi-smallness is essentially equiva-

lent to the Hard Lefschetz phenomenon, namely the following result holds:

Theorem 9.3.19 Let f : X → Y be a projective surjective map of complex
projective varieties with X nonsingular and n-dimensional. Let L := f ∗L′ ∈
H 2(X;Q) be the first Chern class of the pullback to X of an ample line bundle
L′ on Y . The iterated cup product maps

Li : Hn−i (X;Q) −→ Hn+i (X;Q)

are isomorphisms for every i ≥ 0 if and only if f is semi-small.

The Decomposition Theorem for Semi-Small Maps

In general, if f is not a smooth proper map, or if X and/or Y are singular, Deligne’s
decomposition theorem (Theorem 9.3.3) fails, see, e.g., [50, Section 3.1]. In this
section, we discuss a decomposition result for semi-small maps (see [48] for
complete details).

The decomposition theorem for a semi-small map f : X→ Y has a particularly
simple form: the perverse sheaf Rf∗QX

[n] splits as a direct sum of twisted
intersection cohomology complexes ICS(LS), one for each relevant stratum S, and
with corresponding local systems LS of finite monodromy.

Let f : X → Y be a proper surjective semi-small map with X nonsingular of
complex dimension n. Let S be a relevant stratum of f , and let s ∈ S. Define

LS := (Rn−dimC Sf∗QX
)|S .

Since f is proper, we see that LS is a local system on S. The monodromy
representation of LS factors through the finite group of symmetries of the set of
irreducible components E1, · · · ,El of maximal dimension 1

2 (dimCX− dimC S) of
the fiber f−1(s), e.g., see the discussion in [187, Section 7.1.1]. In particular, LS
is semi-simple (by Maschke’s theorem in finite group theory). This in turn implies
that ICS(LS) is a semi-simple perverse sheaf.
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We can now formulate the decomposition theorem for semi-small maps (see [48,
Theorem 3.4.1]):

Theorem 9.3.20 Let f : X → Y be a proper surjective semi-small map with X
nonsingular of pure complex dimension n. Let Y be a Whitney stratification of Y
with respect to which f is stratified, and denote by Yrel ⊂ Y the set of relevant
strata of f . For each S ∈ Yrel , let LS be the corresponding local system with finite
monodromy defined above. There is a canonical isomorphism in Perv(Y ):

Rf∗QX
[n]  pH

0
(Rf∗QX

[n])  
⊕

S∈Yrel
ICS(LS). (9.9)

Remark 9.3.21 The semi-small situation is particularly nice since the decomposi-
tion is canonical and very explicit. As we will see later on, for general maps the
decomposition is not canonical, and it is difficult to say a priori which summands
occur in the direct image.

To prove Theorem 9.3.20, one proceeds one stratum at a time. Higher dimen-
sional strata are dealt with inductively, by cutting transversally with a generic
hyperplane section D on Y , so that one is reduced to a semi-small map f :
f−1(D) → D, where the dimension of a positive dimensional stratum in Y has
decreased by 1 on D. It then remains to deal with the case of a zero-dimensional
relevant stratum S, i.e., the most singular points of f (where the dimension of the
fiber of f equals half of the dimension of X). Next, it can be shown (by using the
splitting criterion of Theorem 8.5.1) that the decomposition (9.9) is equivalent to
the non-degeneracy of the refined intersection form (see below for its definition)

Is : Hn(f−1(s);Q)×Hn(f−1(s);Q) −→ Q (9.10)

for s ∈ S, which in turn is a consequence of classical mixed Hodge theory.

Example 9.3.22 Let f : X→ Y be a resolution of singularities of a singular surface
Y (so, in particular, f is semi-small). Assume that Y has a single singular point
y ∈ Y with fiber f−1(y) = E a finite union of curves on X. As X is nonsingular,
ICX = QX[2], and we have an isomorphism

Rf∗QX
[2]  ICY ⊕ T ,

where T is a skyscraper sheaf at y with stalk T = H 2(E;Q).
We conclude our discussion by rephrasing the statement of the decomposition

theorem for a semi-small map f : X → Y entirely in terms of basic intersection
theory on X (see [48]). Let S ⊆ Y be a relevant stratum, and s ∈ S. Set
d := dimC f

−1(s). Let N be a normal slice to S at s. The restriction f |f−1(N) :
f−1(N)→ N is still semi-small and dimC f

−1(N) = 2d. By composing the chain
of maps
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H2d(f
−1(s);Q) = HBM

2d (f−1(s);Q)→ HBM
2d (f−1(N);Q)

∼= H 2d(f−1(N);Q)→ H 2d(f−1(s);Q),

one gets the refined intersection pairing

IS : H2d(f
−1(s);Q)×H2d(f

−1(s);Q) −→ Q

associated to the relevant stratum S. A basis of H2d(f
−1(s);Q) is given by the

classes of the complex d-dimensional irreducible components of f−1(s). The
intersection pairing IS is then represented by the intersection matrix of these
components, computed in the manifold f−1(N). (If the stratum S is not relevant,
then H2d(f

−1(s)) = 0 by dimension count, so the above intersection form is
trivial; it is non-degenerate in the sense that the corresponding linear map is an
isomorphism of trivial vector spaces.) It can be shown (by using the splitting
criterion of Theorem 8.5.1) that the splitting of Rf∗QX

[n] is governed by the non-
degeneracy of the forms IS , which in turn can be proved by classical Hodge theory.
More precisely, one has the following:

Theorem 9.3.23 Let f : X → Y be a proper semi-small map with X nonsingular.
Then the statement of the decomposition theorem (Theorem 9.3.20) is equivalent
to the non-degeneracy of the intersection forms IS associated to relevant strata of
f . These forms are non-degenerate, and if the typical fiber of f above a relevant
stratum S is of complex dimension d, then the form (−1)dIS is positive-definite.

Remark 9.3.24 The fact that IS in the above theorem has a precise sign is a
generalization of a famous result of Grauert for surfaces, see [89].

The BBDG Decomposition Theorem for Arbitrary Maps

As already mentioned, if f is not a smooth proper map, or ifX and/or Y are singular,
Deligne’s decomposition theorem (Theorem 9.3.3) fails. But if one replaces sheaf
cohomology by perverse cohomology, then the following holds:

Theorem 9.3.25 (BBDG Decomposition Theorem [12]) Let f : X → Y be a
proper map of complex algebraic varieties, with X pure-dimensional. Then:

(i) (Decomposition) There is a (non-canonical) isomorphism in Db
c (Y ):

Rf∗ICX  
⊕

i

pHi (Rf∗ICX)[−i]. (9.11)

(ii) (Semi-simplicity) Each pHi (Rf∗ICX) is a semi-simple object in Perv(Y ), i.e.,
if Y is the set of connected components of strata of Y in a stratification of f ,
there is a canonical isomorphism in Perv(Y ):
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pH
i
(f∗ICX)  

⊕

S∈Y
ICS(Li,S) (9.12)

where the local systems Li,S are semi-simple.

Remark 9.3.26 The direct summands appearing in the decomposition

Rf∗ICX  
⊕

i∈Z

⊕

S∈Y
ICS(Li,S)[−i] (9.13)

are uniquely determined.

Exercise 9.3.27 Show that if U is a non-empty, nonsingular, and pure-dimensional
open subset of a complex algebraic variety Y on which all the cohomology sheaves
Hi (F•) of F• ∈ Db

c (Y ) are local systems, then the restrictions to U of pHj (F•)
and Hj−dimC Y (F•)[dimC Y ] coincide.

Exercise 9.3.28 Show that if in Theorem 9.3.25 we assume that f is a projective
submersion of nonsingular complex algebraic varieties, then one recovers Deligne’s
decomposition theorem (Theorem 9.3.3). (Hint: use Exercise 9.3.27.)

Standard facts in algebraic geometry reduce the proof of the BBDG decom-
position theorem to the case of a projective morphism f : X → Y , with X

nonsingular (this is the situation considered in [49]). Specifically, one can derive
the decomposition theorem in the general case of a proper map of complex
algebraic varieties from the above-mentioned special case as follows: by resolution
of singularities one can drop the assumption that X is nonsingular, while Chow’s
lemma allows us to replace “f projective” by “f proper.”

Remark 9.3.29 If the morphism f is projective, then (9.11) is a formal consequence
of the relative Hard Lefschetz theorem (cf. [57]). So the heart of the decomposition
theorem (Theorem 9.3.25) consists of the semi-simplicity statement.

The proof of Theorem 9.3.25, once reduced to the case of a projective map with
X nonsingular, is done by induction on the pair of indices (dimC Y , r(f )), where
r(f ) is degree of semi-smallness of f . The induction hypothesis (which applies
simultaneously also to the relative Hard Lefschetz theorem) is that, if we fix f we
may assume that Theorem 9.3.25 is known for every projective map g : X′ → Y ′
with r(g) < r(f ), or r(g) = r(f ) and dimC g(X

′) < dimC f (X). The induction
starts with the case when f is the projection to a point, when the statement is trivial
(or follows from classical Hodge theory in the case of relative Hard Lefschetz).
This reduces the problem to proving the semi-simplicity of pH0(f∗QX[n]), and
this is handled as in the semi-small case via non-degeneracy of a certain refined
intersection pairing associated to the fibers over the most singular points of f .

Exercise 9.3.30 Work out the exact shape of the decomposition theorem for a
projection f : X = Y × F → Y . Deduce the classical Künneth formula.
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Exercise 9.3.31 Let Y ⊂ CPn+1 be the cone with vertex y over a nonsingular
variety V ⊂ CPn. Work out the summands in the decomposition theorem for the
map f : X→ Y obtained by blowing up Y at the cone vertex y.

Exercise 9.3.32 Work out the exact shape of the decomposition theorem for the
map obtained by blowing up a nonsingular subvariety of a complex algebraic
manifold.

Exercise 9.3.33 Let X be a nonsingular surface and let Y be a nonsingular curve.
Work out the decomposition theorem for a projective map f : X → Y with
connected fibers.

First Applications of the Decomposition Theorem

In this section, we collect some of the direct applications of the decomposition
theorem. For more results in this direction, the reader is advised to also consult,
e.g., [47], [82], or [51].

One of the first consequences of the decomposition (9.13) is that it gives a
splitting of IH ∗(X;Q) in terms of twisted intersection cohomology groups of
closures of strata in Y , i.e.,

Corollary 9.3.34 Under the assumptions and notations of Theorem 9.3.25, we have
a splitting

IHj (X;Q) ∼=
⊕

i∈Z

⊕

S∈Y
IHj−dimC X+dimC S−i (S;Li,S), (9.14)

for every j ∈ Z.

Remark 9.3.35 IfX is singular, there is no direct sum decomposition forH ∗(X;Q)
analogous to (9.14), except for the case when X is a rational homology manifold (in
which case one uses (9.14), together with (6.26)). Intersection cohomology is the
relevant topological invariant designed precisely to deal with singular varieties and
maps. Intersection cohomology is needed even when X and Y are both nonsingular,
but the map f : X→ Y is not a submersion.

An important application of the decomposition statement (9.11) for f : X → Y

is the E2-degeneration of the corresponding perverse Leray spectral sequence:

E
i,j
2 = H

i (Y ; pHj
(Rf∗ICX)) !⇒ H

i+j (Y ;Rf∗ICX) = IH i+j+dimC X(X;Q).

Before discussing another application of Theorem 9.3.25, let us note that if f :
X→ Y is a proper algebraic map then Rf∗ = Rf!, and hence

D(Rf∗ICX)  Rf∗(DICX)  Rf∗ICX,
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that is, Rf∗ICX is Verdier self-dual. In particular, (8.2) yields that

pHi (Rf∗ICX)  D(pH−i (Rf∗ICX)).

(When coupled with the relative Hard Lefschetz theorem (Theorem 9.2.1), this
further implies that each perverse cohomology sheaf pHi (Rf∗ICX) is Verdier self-
dual.) It then follows from (9.11) and (9.12) that the direct image Rf∗ICX is
palindromic (i.e., it reads the same, up to shifts and dualities, from right to left
and left to right). More precisely, in the notations of Theorem 9.3.25, we get:

Rf∗ICX  
⊕

i∈Z, S∈Y
ICS(Li,S)[−i]

 
⎛

⎝

⊕

i<0, S∈Y
ICS(Li,S)[−i]

⎞

⎠⊕
(

⊕

S∈Y
ICS(L0,S)

)

⊕
⎛

⎝

⊕

i<0, S∈Y
ICS(L

∨
i,S)[i]

⎞

⎠ ,

with L∨i,S denoting the dual of the local system Li,S . This symmetry of the
decomposition theorem has the following important consequence that was used by
Ngô in the proof of the support theorem (a key step in his proof of the fundamental
lemma in the Langlands’ program), see [187, Section 7.3].

Theorem 9.3.36 Let f : X → Y be a proper surjective map of complex algebraic
varieties, with X nonsingular. Assume f has pure relative dimension d (i.e., all
fibers of f have pure complex dimension d). Let S be a subvariety of Y appearing
in the decomposition of Rf∗QX

[dimCX]. Then codim Y (S) ≤ d.

Proof There is a maximum integer i+S for which a term ICS(Li+S ,S)[−i+S ] appears in
the decomposition of Rf∗QX

[dimCX]. By the palindromicity of the decomposition,

one may assume that i+S ≥ 0.
The local system Li+S ,S is defined on the stratum S. Let U ⊆ Y be an open

so that U ∩ S = S, i.e., S is a closed stratum in U . By proper base change, the
decomposition is preserved by restriction to U , so one may replace Y by U . Let
XU := f−1(U). On U , ICS(Li+S ,S)|U = Li+S ,S[dimC S], so Li+S ,S[dimC S][−i+S ]
is a direct summand of Rf∗QXU

[dimCX]. In particular, Li+S ,S is a direct summand

of RdimC X−dimC S+i+S f∗QXU
(which is therefore non-zero). Since f is proper, for

every s ∈ S one has

(RdimC X−dimC S+i+S f∗QXU
)s ∼= H dimC X−dimC S+i+S (f−1(s);Q).
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On the other hand, as dimC f
−1(s) = d and i+S ≥ 0, it follows that

dimCX− dimC S ≤ dimCX− dimC S + i+S ≤ 2d.

Since dimCX = dimC Y + d, the conclusion follows. ��
Another important application of the BBDG decomposition theorem is provided

by the following result (e.g., see [47, Section 4.5]):

Theorem 9.3.37 Let f : X → Y be a proper map of complex algebraic varieties
withX irreducible, and let Y ′ := f (X) be the image of f . Denote by d = dimCX−
dimC Y

′ the relative dimension of f . Then ICY ′ [d] is a direct summand of Rf∗ICX.
In particular, IHj (Y ′;Q) is a direct summand of IHj (X;Q) for every integer j .

Proof By replacing Y by Y ′ = f (X), one may assume without any loss of
generality that f is surjective. Then one needs to show that ICY [dimCX− dimC Y ]
is a direct summand of Rf∗ICX.

The proof relies on the following principles:

(a) (IC localization principle) Let S be a stratum of Y with closure S, let L be
a local system on S, and consider ICS(L) ∈ Perv(Y ). Let U ⊆ Y be an open
subset with S ∩U �= ∅. Then

ICS(L)|U  ICS∩U(L|S∩U).

(b) (IC normalization principle) If ν : ˜X → X is the normalization morphism
(e.g., see Section 2.4), then

Rν∗IC˜X  ν∗IC˜X  ICX.

(c) (DT localization principle) A summand ICS(L) appears in the decomposition
theorem on Y if and only if there is an open U ⊆ Y meeting S such that the
restriction ICS(L)|U appears in the decomposition theorem on U .

Principle (a) is a direct consequence of the definition of an IC-complex, as the
(co)support conditions are preserved by restriction to an open subset. Principle (b)
follows again from the conditions of (co)support for IC-complexes by restricting
the morphism to an open dense set where it is an isomorphism; indeed, conditions
of support are preserved under a finite birational map. (See also the discussion in
Section 2.4, as well as Exercise 8.3.9). Principle (c) follows from the validity of the
decomposition theorem on Y and on every open subset U ⊆ Y , and from the fact
that the summands of the decomposition theorem over U are uniquely determined
(Remark 9.3.26).

Back to the proof of the theorem, by the two localization principles above, one
can replace Y with any of its Zariski-dense open subsets. We may thus assume
that there are no contributions from the proper subvarieties of Y to the decom-
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position theorem. In other words, after this reduction, the decomposition theorem
becomes

Rf∗ICX  
⊕

i

ICY (Li )[−i],

with Li := Li,Y .
By constructibility, and by further shrinking Y if necessary, one may also assume

that ICY = Q
Y
[dimC Y ] and ICY (Li ) = Li[dimC Y ]. So then

Rf∗ICX  
⊕

i

Li[dimC Y − i],

and it remains to show that Q
Y

is a direct summand of H− dimC X(Rf∗ICX).
Without loss of generality, one may further assume thatX is normal. Indeed, if ν :

˜X→ X is the normalization morphism and ˜f := f ◦ ν, then the IC normalization
principle yields that

R˜f∗IC˜X  Rf∗Rν∗IC˜X  Rf∗ICX.

Assuming X is normal, there is an isomorphism

Q
X
 H− dimC X(ICX).

Since there is always a map Q
X
→ ICX[− dimCX] (cf. Exercise 6.7.1), inducing

the above-mentioned isomorphism for X normal, there exists a distinguished
triangle

Q
X
−→ ICX[− dimCX] −→ τ≥1ICX[− dimCX] −→

After applying Rf∗ to it, one gets an isomorphism

R0f∗QX
 H− dimC X(Rf∗ICX).

Therefore, after all these reductions, it remains to show that Q
Y

is a direct summand

of R0f∗QX
.

Stein factorization ([224], [97, III, Corollary 11.5]) decomposes f : X→ Y as

X
g−→ Z

h−→ Y ,

where h is finite and g has connected fibers. Because of connected fibers, the stalk
of R0g∗QX

at a point z ∈ Z is computed by (R0g∗QX
)z ∼= H 0(g−1(z);Q) ∼= Q,

hence R0g∗QX
 Q

Z
. We are thus reduced to show that Q

Y
is a direct summand

of R0h∗QZ
. Since h : Z→ Y a finite map, by shrinking the target if necessary, one
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may assume that h is a covering map of finite degree � ≥ 1. Then the adjunction
map

adj∗ : QY
→ Rh∗h∗QY

 Rh∗QZ
 R0h∗QZ

realizes Q
Y

as a direct summand of R0h∗QZ
since the composition 1

�
· adj! ◦ adj∗

is the identity of Q
Y

, with the adjunction (or trace) map

adj! : R0h∗QZ
 Rh∗QZ

 Rh!h!QY
→ Q

Y

coming from Rh∗ = Rh! and h∗ = h! for the finite (unramified and oriented)
covering h. ��

As a special case of Theorem 9.3.37 if X is irreducible, or of Theorem 9.3.25 if
X is pure-dimensional, if f : X→ Y is a resolution of singularities, then

Rf∗(QX
[n])  ICY ⊕ (contribution from singularities of Y ).

Therefore,

Corollary 9.3.38 The intersection cohomology of a pure-dimensional complex
algebraic variety is a direct summand of the cohomology of a resolution of
singularities.

A nice application of Theorem 9.3.37 deals with the question of functoriality of
intersection cohomology for algebraic maps. Specifically, given a proper surjective
map f : X → Y of pure-dimensional complex algebraic varieties, it is natural

to ask if there exists an induced homomorphism IH ∗(Y ;Q) ?→ IH ∗(X;Q) in
intersection cohomology that is compatible with the map f ∗ induced by f in
cohomology, i.e., making the following diagram commutative:

IH ∗(Y ;Q) ?
IH ∗(X;Q)

H ∗(Y ;Q)
f ∗

αY

H ∗(X;Q)

αX

(Here αX, αY are the natural maps of Exercise 6.7.1.) A positive answer to this
question was given in [7], by reduction to finite characteristic. In [238], Weber gave
a simplified proof of this fact, as a direct consequence of Theorem 9.3.37. It suffices,
of course, to prove the following sheaf-theoretic statement, which we formulate here
as an exercise for the interested reader:

Exercise 9.3.39 Let f : X → Y be a proper surjective map of pure-
dimensional complex algebraic varieties. Show that there exists a morphism
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λf : ICY [− dimC Y ] −→ Rf∗ICX[− dimCX] such that the following diagram
commutes

ICY [− dimC Y ]
λf

Rf∗ICX[− dimCX]

QY

adj

αY

Rf∗QX

αX

where αX, αY are the (shifted) natural maps discussed in Exercise 6.7.1, and adj :
QY → Rf∗f ∗QY = Rf∗QX is the adjunction morphism.

As an application of the BBDG decomposition theorem and the E2-degeneration
of the perverse Leray spectral sequence, one can also prove the singular version of
Theorem 9.3.6 as well as a local version (see [12, Corollary 6.2.8, Corollary 6.2.9]):

Theorem 9.3.40 (Global and Local Invariant Cycle Theorems) Let f : X→ Y

be a proper map of complex algebraic varieties, with X pure-dimensional. Let U ⊆
Y be a Zariski-open subset on which the sheaf Rif∗ICX is locally constant (i.e., a
local system). Then the following assertions hold:

(a) (Global) The natural restriction map

IH i(X;Q) −→ H 0(U ;Rif∗ICX)

is surjective.
(b) (Local) Let u ∈ U and Bu ⊂ U be the intersection with a sufficiently small

Euclidean ball (chosen with respect to a local embedding of (Y , u) into a
manifold) centered at u. Then the natural restriction/retraction map

Hi(f−1(u); ICX) ∼= Hi(f−1(Bu); ICX) −→ H 0(Bu;Rif∗ICX)

is surjective.

Set of Supports of an Algebraic Map

We conclude this section with a brief discussion on the set of supports of a proper
algebraic map. In view of the decomposition (9.13), one can make the following:

Definition 9.3.41 Let f : X→ Y be a proper algebraic map of complex algebraic
varieties with X pure-dimensional. The set of supports of f is the collection of
subvarieties S appearing in the decomposition (9.13) with some associated non-zero
local system Li,S .
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Example 9.3.42 It follows from Theorem 9.3.37 that if X is irreducible then f (X)
is always a support. Moreover, the BBDG decomposition theorem (Theorem 9.3.25)
(see also Remark 9.3.26) shows that a support is a closure of a stratum of f .

Example 9.3.43 If f : X → Y is a semi-small map (Definition 9.3.7), it follows
from Theorem 9.3.20 that the set of supports of f consists of the closures of the
relevant strata of f . If, moreover, f is a small map, then Proposition 9.3.13 shows
that the only support of f is Y .

Exercise 9.3.44 Let f : X → Y be a proper surjective map from a nonsingular
surface X to a curve Y . Show that if all fibers of f are irreducible, then the only
support of f is Y .

In general, it is very difficult to determine the set of supports of a map. Given the
introductory level of these notes, we will not give any details here (besides the above
discussion), but provide instead a list of available references so that the interested
reader can delve further into this beautiful story.

The first breakthrough on this problem is the Ngô support theorem [187], which
gives a sharp condition for the absence of supports in the case of abelian fibrations.
The theorem was later extended to the relative Hilbert scheme map associated to
families of irreducible curves, in [174] and [157]. The paper [53] gives a complete
characterization of the supports of toric maps between toric varieties in terms of
the combinatorics of the fans associated to the domain and target varieties. A
more general approach to support-type theorems has been recently proposed by L.
Migliorini and V. Schende in [175], by making use of “higher discriminants” of a
map.

9.4 Applications of the Decomposition Package

In this section, we sample several of the numerous applications of the “decomposi-
tion package” (i.e., the (relative) Hard Lefschetz theorem, the BBDG decomposition
theorem, and their various Hodge-theoretic aspects). For other important appli-
cations (including to representation theory), the reader may also consult, e.g.,
[47, 51, 222], and the references therein.

We begin with a discussion on the computation of topological invariants of
Hilbert schemes of points on a nonsingular surface, then move to combinatorial
applications and overview Stanley’s proof of McMullen’s conjecture (about a
complete characterization of face vectors of simplicial polytopes) as well as Huh–
Wang’s recent resolution of the Dowling–Wilson top-heavy conjecture (on the
enumeration of subspaces of a projective space generated by a finite set of points).
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Topology of Hilbert Schemes of Points on a Smooth Complex
Surface

Let X be a complex quasi-projective variety of pure complex dimension d. The n-th
symmetric product of X is defined as

SnX := X×n/Sn,

i.e., the quotient of the product of n copies of X by the natural action of the
symmetric group on n elements, Sn. The n-th symmetric product ofX parameterizes
effective 0-cycles of degree n on X, i.e., formal linear combinations

∑�
i=1 νi[xi] of

points xi in X with non-negative integer coefficients νi satisfying
∑�

i=1 νi = n. In
short,

SnX =
{

�
∑

i=1

νi[xi] | xi ∈ X, νi ∈ Z≥0,
�
∑

i=1

νi = n

}

.

SnX has a natural stratification with strata defined in terms of the partitions of n.
We denote by P(n) the set of partitions of the natural number n. Then, to a partition
ν = (ν1, · · · , ν�) of n one associates a sequence k := (k1, · · · , kn), with ki denoting
the number of times i appears in ν. The length of such a partition is defined by
�(ν) := � = ∑n

i=1 ki , and we have that n = ∑n
i=1 iki . In the above notations,

the symmetric product SnX admits a stratification with strata SnνX in one-to-one
correspondence with such partitions ν = (ν1, · · · , ν�) ∈ P(n) of n, defined by

SnνX :=
{

�
∑

i=1

νi[xi] | xi �= xj , if i �= j

}

,

or, in terms of the sequence k associated with the given partition ν ∈ P(n),

SnνX
∼=
(

(

n
∏

i=1

Xki ) \
)

/
n
∏

i=1

Ski ,

with  denoting the large diagonal in X
∑

ki .
The Hilbert scheme HilbnX of a nonsingular complex quasi-projective variety X

of pure complex dimension d describes collections of n (not necessarily distinct)
points on X. It is the moduli space of zero-dimensional subschemes of X of length
n. (Here, HilbnX already denotes the reduced scheme structure, which suffices for
our applications.) It comes equipped with a natural proper morphism

πn : HilbnX −→ SnX , Z �→
∑

x∈Z
length(Zx) · [x]
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to the n-th symmetric product of X, the Hilbert–Chow morphism, taking a zero-
dimensional subscheme to its associated zero-cycle. This morphism is birational
for X of dimension at most two, but otherwise for large n the Hilbert scheme is in
general reducible and has components of dimension much larger than that of the
symmetric product. The subvariety

HilbnX,x := π−1
n (n[x])red

of subschemes supported at x ∈ X is called the punctual Hilbert scheme of length n
at x. (Here, red denotes the underlying reduced scheme structure.)

Symmetric products and Hilbert schemes of points are intimately connected
via the Hilbert–Chow morphism. For example, if d = 1, then HilbnX

∼= SnX is
nonsingular. If d = 2, then HilbnX is smooth and πn is a resolution of singularities;
we will get back to this particular case below. If d ≥ 3, HilbnX is singular for n ≥ 4
and much less is known about its topology.

Let us now focus on the case d = 2, i.e., X is a nonsingular complex surface,
see [185] for a nice reference. The Hilbert scheme HilbnX is in this case nonsingular
(and irreducible if X is irreducible) of complex dimension 2n. Recall also that the
n-th symmetric product SnX is stratified by strata SnνX associated to partitions ν ∈
P(n). Each stratum SnνX is nonsingular of dimension 2�(ν). It can be shown that
for each ν = (ν1, · · · , ν�) ∈ P(n), the restriction π−1

n (SnνX) −→ SnνX is a locally
trivial topological fibration with fiber isomorphic to the product

∏�
i=1 Hilbνi

C2,0
. In

particular, the strata SnνX provide a stratification for the Hilbert–Chow morphism
πn, and the fiber π−1

n (xν) of πn over a point xν ∈ SnνX is irreducible of dimension
n− �(ν). It follows that the Hilbert–Chow morphism πn is a semi-small map, and
all strata are relevant. Note also that since the fibers of πn are all irreducible, the
local systems appearing in the decomposition of Theorem 9.3.20 are all constant of
rank one. In particular, the decomposition theorem for πn takes in this case the form

Rπn∗(QHilbnX
[2n])  

⊕

ν∈P(n)
ICSnν X

. (9.15)

Furthermore, the closures SnνX of strata of πn, and their desingularizations can be
explicitly determined as follows. First, we have a disjoint set decomposition

SnνX =
⊔

μ≤ν
SnμX,

where for μ, ν ∈ P(n) we write μ ≤ ν if there exists a decomposition I1, · · · , I�(μ)
of the set {1, · · · , �(ν)} so that μ1 = ∑

i∈I1
νi , · · · , μ�(μ) = ∑

i∈I�(μ) νi . This
decomposition reflects the fact that a cycle

∑

i νi[xi] ∈ SnνX may degenerate to
a cycle in which some of the xi’s come together. Secondly, if k := (k1, · · · , kn) is
the sequence associated to the given partition ν (i.e., ki is the number of times i
appears in ν), let us set
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SνX :=
n
∏

i=1

SkiX.

The variety SνX has complex dimension 2�(ν), and there is a natural finite map

πνn : SνX −→ SnνX

that is an isomorphism when restricted to (πνn )
−1(SnνX). Since SνX has only finite

quotient singularities, it is a normal variety, so πνn is the normalization map for SnνX.
By the normalization principle for IC-complexes, we then have an isomorphism:

ICSnν X
 πνn∗ICSνX  πνn∗QSνX

[2�(ν)], (9.16)

where the last identification follows since SνX is a rational homology manifold (see
Theorem 6.6.3). Altogether, (9.15) and (9.16) yield the decomposition:

Rπn∗(QHilbnX
[2n])  

⊕

ν∈P(n)
πνn∗QSνX

[2�(ν)]. (9.17)

This is the form obtained by Göttsche and Soergel [88]. Taking hypercohomology
in (9.17), one obtains the following computation for the cohomology of HilbnX:

Theorem 9.4.1 Let X be a nonsingular complex surface. In the above notations,
for every i ≥ 0 one has:

Hi(HilbnX;Q) ∼=
⊕

ν∈P(n)
H i+2�(ν)−2n(SνX;Q). (9.18)

The Betti numbers of symmetric products of a variety were computed by
Macdonald in [147]. Together with (9.18), this yields a computation of the Betti
numbers of Hilbert schemes of points on a nonsingular complex surface. The
resulting formulae are more convenient to state in the form of generating series.
For simplicity, we state here only the corresponding Euler characteristic identity
(see [87]):

∑

n≥0

χ(HilbnX) · tn =
( ∞
∏

k=1

1

1− tk
)χ(X)

. (9.19)

The original proof of this result was based on the Weil conjectures and counting
subschemes over finite fields.

For higher dimensional generalizations of such results and for more applications,
see, e.g., [37] and the references therein.
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Stanley’s Proof of McMullen’s Conjecture

There are already several instances when properties of intersection cohomology
groups of complex projective varieties have been successfully translated into
combinatorics for solving long-standing conjectures. One of the most relevant
examples of the interplay between combinatorics and geometry is Stanley’s proof
[221, 222] of (the necessity part of) McMullen’s conjecture [171], giving an if and
only if condition for the existence of a simplicial polytope with a given number fi
of i-dimensional faces. The sufficiency part of McMullen’s conjecture was verified
by Billera–Lee [14].

Stanley’s idea of proof is beautiful in its simplicity, and it can be roughly
summarized as follows: to a simplicial polytope P one associates a projective (toric)
variety XP so that McMullen’s combinatorial conditions for P are translated into
properties of the Betti numbers of XP . The latter properties would then follow if
we knew that Poincaré duality and the Hard Lefschetz theorem hold for the rational
cohomology of XP . The trick is to notice that, while XP is in general singular, its
singularities are rather mild (finite quotient singularities), makingXP into a rational
homology manifold. Hence H ∗(XP ;Q) ∼= IH ∗(XP ;Q), and the assertions follow
now from the Poincaré duality and the Hard Lefschetz theorem for intersection
cohomology.

In this section, we give an overview of Stanley’s approach to McMullen’s
conjecture (see also [20], [51, Section 4.1] and [77, Section 5.6] for nice accounts of
this story), while referring the reader to [45] and [77] for comprehensive references
on polytopes and toric varieties.

A convex polytope is the convex hull of a finite set in the real Euclidean space.
For a d-dimensional convex polytope P , denote by fi = fi(P ) the number of its
i-dimensional faces, 0 ≤ i ≤ d − 1. These numbers are collected into a string

f (P ) := (f0, · · · , fd−1),

called the face vector of P . One of the most natural problems in the study of f -
vectors of polytopes is to obtain a complete characterization, i.e., a set of conditions
by which one can recognize if a given string of natural numbers is the f -vector
of a convex polytope or not. There are obvious obstructions for such a realization
problem. For example, a simple-minded topological argument shows that the face
vector of a d-dimensional convex polytope satisfies the generalized Euler formula:

f0 − f1 + f2 − · · · + (−1)d−1fd−1 = 1+ (−1)d−1.

In 1971, McMullen [171] gave a conjectural description of the f -vectors of
simplicial polytopes. A convex polytope is said to be simplicial if all its faces
are simplices. The class of simplicial polytopes is special in some sense, but
nevertheless very important in polytope theory. For instance, if one seeks to
maximize the number of i-faces of a d-dimensional polytope with n vertices,
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the maximum is obtained simultaneously for all i by certain simplicial polytopes.
Before stating McMullen’s conjecture, we need to introduce an important auxiliary
concept. The h-vector

h(P ) := (h0, · · · ,hd)

of a d-dimensional simplicial polytope P with face vector f (P ) is defined by the
coefficients of the h-polynomial

h(P , t) =
d
∑

i=0

hit
i := (t − 1)d + f0(t − 1)d−1 + · · · + fd−1,

that is,

hi =
i
∑

j=0

(

d − j
d − i

)

(−1)i−j fj−1,

where f−1 := 1. (Occasionally, we write hi(P ) for hi to indicate the dependence
of P if such P is given.) With the above notations, the McMullen conjecture can be
(re)formulated as follows (see [221]):

Conjecture 9.4.2 (McMullen) A vector f = (f0, · · · , fd−1) ∈ N
d is a face vector

f (P ) for some d-dimensional simplicial polytope P if and only if the following
conditions are satisfied:

(1) (Dehn–Sommerville) hi = hd−i for all 0 ≤ i ≤ d;
(2) there is a graded commutative Q-algebra R = ⊕

i≥0 Ri , with R0 = Q,
generated by R1, and with dimQ Ri = hi − hi−1 for 1 ≤ i ≤ �d/2�. (In
particular , hi−1 ≤ hi for 1 ≤ i ≤ �d/2�.)

As already mentioned, Stanley’s proof of the necessity part of McMullen’s
conjecture makes use of the theory of toric varieties. A d-dimensional toric variety
X is an irreducible normal complex algebraic variety on which the complex d-torus
T = (C∗)d acts with an open orbit. More precisely, one has an embedding T ↪→ X,
and the action of T on itself extends to an algebraic action of T on all of X. Toric
varieties arise from combinatorial objects called fans, which are finite collections of
cones in a lattice. We denote by X� the d-dimensional toric variety associated to a
fan � in a d-dimensional lattice of Rd . The toric variety X� is said to be simplicial
if the fan � is simplicial, i.e., each cone of � is spanned by linearly independent
elements of the lattice. Simplicial toric varieties are rational homology manifolds.

Let us now assume that a d-dimensional simplicial convex polytope P is given.
Since the polytope is simplicial, moving all of its vertices slightly yields a polytope
with the same face vector. By such a perturbation, we can assume that P is rational,
i.e., its vertices are in the rational points of the given lattice. Furthermore, we may
translate P so that the origin is in its interior. We next define the fan�(P ) consisting
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of the cones (with vertex at the origin) over the proper faces of P , and let XP :=
X�(P) be the associated toric variety. It turns out thatXP is projective and simplicial.
In particular, XP is a rational homology manifold. Moreover, the following holds
(e.g., see [77, Section 5.2]): for every 0 ≤ i ≤ d,

H 2i+1(XP ;Q) = 0 and dimQH
2i (XP ;Q) = hi(P ).

Note also that, since XP is a rational homology manifold, we have an isomorphism
H ∗(XP ;Q) ∼= IH ∗(XP ;Q). Therefore, Poincaré duality and the Hard Lefschetz
theorem also hold for the usual rational cohomology H ∗(XP ;Q) of XP . As a
consequence, the Dehn–Sommerville relation (1) in McMullen’s conjecture follows
from Poincaré duality, while the unimodality of the hi’s in (2) follows from the
Hard Lefschetz theorem. By the general theory of toric varieties, the cohomology
ring H ∗(XP ;Q) is generated by elements of degree 2 (classes of divisors). Set

Ri := H 2i (XP ;Q)/L ·H 2i−2(XP ;Q),

where L ∈ H 2(XP ;Q) is the class appearing in the statement of the Hard Lefschetz
theorem. Then the Hard Lefschetz theorem shows that

R∗ = H ∗(XP ;Q)/(L)

satisfies the requirements of item (2) of McMullen’s conjecture.

Remark 9.4.3 When the polytope P is non-simplicial, the h-polynomial h(P , t)
may have negative coefficients and the Dehn–Sommerville relations do not hold.
Moreover, assuming P is rational, the cohomology of the associated toric variety
XP can exist in odd degrees, and the corresponding Betti numbers are not invariants
of the combinatorics of faces. The correct way to generalize the above discussion to
the rational non-simplicial context is to replace the rational cohomology ofXP with
the intersection cohomology groups IH ∗(XP ;Q). The “generalized” h-polynomial
is then defined as h(P , t) =∑d

i=0 hi(P )t
i , with

hi(P ) := dimQ IH
2i (XP ;Q),

and its coefficients satisfy the Dehn–Sommerville relations and unimodality by
Poincaré duality and, respectively, the Hard Lefschetz theorem for intersection
cohomology groups. Furthermore, the generalized h-polynomial turns out to be a
combinatorial invariant, i.e., it can be defined only in terms of the partially ordered
set of faces of P (see, e.g., [220, 72, 20]).

Remark 9.4.4 Addressing the above problems for more general (i.e., non-rational)
convex polytopes is far more challenging, since the toric description is missing
in this context. However, there has been success in abstracting toric computations
polyhedrally, without constructing any sort of toric space at all, and such questions
have been settled purely combinatorially by defining groups that can substitute
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for intersection cohomology. Moreover, the decomposition theorem and the Hard
Lefschetz theorem now have proofs in this combinatorial setting. For more details,
the interested reader is advised to consult, e.g., [8, 24, 116].

Huh–Wang’s Proof of Dowling–Wilson’s Conjecture

One of the earliest results in enumerative combinatorial geometry is the following
theorem of de Bruijn and Erdös [46]:

Theorem 9.4.5 (de Bruijn–Erdös) Every set of points E in a projective plane
determines at least |E| lines, unless all the points are contained in a line. (Here,
|E| denotes the number of elements of the set E.)

Motzkin [184] and others extended the above result to higher dimensions,
showing that every set of points E in a projective space determines at least |E|
hyperplanes, unless E is contained in a hyperplane.

Let E = {v1, · · · , vn} be a spanning subset of a d-dimensional vector space V ,
and let wi(E) be the number of i-dimensional subspaces spanned by subsets of E.

Example 9.4.6 If E is the set of 4 general vectors in R
3 (that is, 4 general points

in the projective plane), then one can readily check that: w0(E) = 1, w1(E) = 4,
w2(E) = 6, w3(E) = 1.

In 1974, Dowling and Wilson [65, 66] proposed the following conjecture:

Conjecture 9.4.7 (Dowling–Wilson Top-Heavy Conjecture) For all i < d/2
one has:

wi(E) ≤ wd−i (E). (9.20)

Remark 9.4.8 The de Bruijn–Erdös theorem (Theorem 9.4.5) is a special case of
Conjecture 9.4.7, as it can be reformulated by saying that in the case d = 3 one has
w1(E) ≤ w2(E). More generally, Motzkin’s result shows that w1(E) ≤ wd−1(E).

Another conjecture concerning the numbers wi(E) was proposed by Rota [202,
203] in 1971. In the above notations, it can be formulated as follows:

Conjecture 9.4.9 (Rota’s Unimodal Conjecture) There is some j so that

w0(E) ≤ · · · ≤ wj−1(E) ≤ wj(E) ≥ wj+1(E) ≥ · · · ≥ wd(E). (9.21)

In this section, we give a brief account of the recent proof by Huh–Wang of the
Dowling–Wilson top-heavy conjecture, and of the unimodality of the “lower half”
of the sequence {wi(E)}, as also conjectured by Dowling–Wilson in [66]; see [109]
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for complete details.6 In the above notations, the main result of Huh–Wang can be
stated as follows:

Theorem 9.4.10 (Huh–Wang) For all i < d/2, the following properties hold:

(a) (top heavy) wi(E) ≤ wd−i (E).
(b) (unimodality) wi(E) ≤ wi+1(E).

Proof For simplicity, we assume that the vector space V is defined over the field C

of complex numbers. Then the proof of Theorem 9.4.10 rests on the following two
key steps:

(1) There exists a complex d-dimensional projective variety Y such that for every
0 ≤ i ≤ d one has:

H 2i+1(Y ;Q) = 0 and dimQH
2i (Y ;Q) = wi(E).

(2) There exists a resolution of singularities π : X→ Y of Y such that the induced
cohomology map

π∗ : H ∗(Y ;Q) −→ H ∗(X;Q)

is injective in each degree.

To define the variety Y of Step (1), one first uses E = {v1, · · · , vn} to construct
a map iE : V ∨ → C

n by regarding each vi ∈ E as a linear map on the dual vector
space V ∨. Precomposing iE with the open inclusion C

n ↪→ (CP 1)n, one then gets
a map

f : V ∨ → (CP 1)n.

Finally, set

Y := Image (f ) ⊂ (CP 1)n.

By work of Ardila–Boocher [3], the variety Y has an algebraic cell decomposition
(i.e., it is paved by complex affine spaces), and the number of C

i’s appearing in
the decomposition of Y is exactly wi(E). Having defined Y , the resolution X

is a sequence of blowups (a wonderful model) associated to a certain canonical
stratification of Y . The cohomology rings of both Y and X are well-understood
combinatorially and Step (2) can be checked directly.

The proof of Theorem 9.4.10 follows the pattern of Stanley’s proof of
McMullen’s conjecture. However, the space Y is in this case highly singular, so

6The original formulations of the Dowling–Wilson and Rota conjectures concern matroids. The
proof by Huh–Wang is applicable only for matroids realizable over some field.
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its rational cohomology does not satisfy the Kähler package. Instead, one needs to
use the corresponding intersection cohomology results. More precisely, assuming
(1) and (2), one proceeds as follows. First, by Exercise 9.3.39, the map π∗ factorizes
through intersection cohomology, i.e.,

π∗ : H ∗(Y ;Q) α→ IH ∗(Y ;Q) β
↪→ H ∗(X;Q),

where the fact that β is injective follows from Corollary 9.3.38. Since π∗ is injective
by Step (2), it follows that α : H ∗(Y ;Q) → IH ∗(Y ;Q) is injective as well. For
i < d/2, consider the following commutative diagram:

H 2i (Y ;Q)

Ld−2i

α

IH 2i (Y ;Q)

Ld−2i∼=

H 2d−2i (Y ;Q) α

IH 2d−2i (Y ;Q)

where the right-hand vertical arrow is the Hard Lefschetz isomorphism for the
intersection cohomology groups of Y (see Corollary 9.2.3). Since the maps labelled
by α are injective, it follows that

H 2i (Y ;Q) �Ld−2i

−−−−→ H 2d−2i (Y ;Q)

is injective as well. In particular,

wi(E) = dimQH
2i (Y ;Q) ≤ dimQH

2d−2i (Y ;Q) = wd−i (E)

for every i < d/2, thus proving part (a) of the theorem.
Part (b) follows similarly, by using the unimodality of the intersection cohomol-

ogy Betti numbers (as discussed in Section 9.2). ��



Chapter 10
Hypersurface Singularities. Nearby and
Vanishing Cycles

Some of the early applications of the theory of perverse sheaves appear in
Singularity Theory, for the study of complex hypersurface singularities. In Sec-
tion 10.1 we give a brief overview of the local topological structure of hypersurface
singularities, as originally described in Milnor’s seminal book [179]. In Section 10.2
we investigate the global topology of complex hypersurface complements by
means of invariants inspired by knot theory. The nearby and vanishing cycle
functors are introduced in Section 10.3, where we also discuss their relation
with perverse sheaves. Nearby and vanishing cycles are used to glue the local
topological information around hypersurface singularities. Concrete applications
of nearby and vanishing cycles are presented in Section 10.4 (to the computation
of Euler characteristics of complex projective hypersurfaces), Section 10.5 (for
obtaining generalized Riemann–Hurwitz-type formulae), and in Section 10.6 (for
deriving homological connectivity statements for the local topology of complex
singularities). The chapter concludes with the introduction in Section 10.7 of several
concepts of fundamental importance for the construction of Saito’s mixed Hodge
modules of Chapter 11. The interested reader may also consult [61, 154, Chapter 6]
and the references therein for other interesting applications of perverse sheaves and
of nearby and vanishing cycles in Singularity Theory.

10.1 Brief Overview of Complex Hypersurface Singularities

Let f : Cn+1 → C be a regular (or analytic) map with 0 ∈ C a critical value.
Let X0 = f−1(0) be the special (singular) fiber of f , and Xs = f−1(s), s �= 0 (s
small enough) the generic (smooth) fiber. Pick x ∈ X0, and choose a small enough
ε-ball B2n+2

ε,x in C
n+1 centered at x, with boundary the (2n+ 1)-sphere S2n+1

ε,x . The
topology of the hypersurface singularity germ (X0, x) is described by the following
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fundamental result in Singularity Theory (see [179], and also [60, Chapter 3] and
the references therein).

Theorem 10.1.1 In the above notations, the following hold:

1) B2n+2
ε,x ∩ X0 is contractible, and it is homeomorphic to the cone on Kx :=

S2n+1
ε,x ∩X0, the (real) link of x in X0.

2) The link Kx is (n− 2)-connected.
3) f

|f | : S2n+1
ε,x −Kx −→ S1 is a topologically locally trivial fibration, called the

Milnor fibration of the hypersurface singularity germ (X0, x).
4) Let Fx be the fiber of the Milnor fibration, that is, the Milnor fiber of f at x. If

the complex dimension of the germ of the critical set of X0 at x is r , then Fx is
(n− r − 1)-connected. In particular, if x is an isolated singularity, then Fx is
(n− 1)-connected. (Here we use the convention that dimC ∅ = −1.)

5) The Milnor fiber Fx has the homotopy type of a finite CW complex of real
dimension n.

Remark 10.1.2 Regarding the connectivity of the Milnor fiber in item (4), the case
r = 0 (i.e., that of an isolated hypersurface singularity) was treated by Milnor [179,
Lemma 6.4], while the general case is due to Kato–Matsumoto [123].

The following statements describe the homotopy type of the Milnor fiber in very
simple situations:

Proposition 10.1.3 ([179, Lemma 2.13]) If (X0, x) is a nonsingular hypersurface
singularity germ, then Fx is contractible.

Proposition 10.1.4 ([179, Theorem 6.5, Theorem 7.2]) If (X0, x) is an isolated
hypersurface singularity germ, then the Milnor fiber Fx has the homotopy type of a
bouquet of μx n-spheres,

Fx  
∨

μx

Sn,

where

μx = dimC C{x1, . . . , xn}/( ∂f
∂x1

, . . . ,
∂f

∂xn
) (10.1)

is the Milnor number of f at x. Here, C{x1, . . . , xn} is the C-algebra of analytic
function germs at 0 ∈ C

n+1. (The n-spheres in the above bouquet are called the
“vanishing cycles” at x.)

Remark 10.1.5 Different proofs of formula (10.1) for the middle Betti number of
the Milnor fiber of an isolated hypersurface singularity can be found, e.g., in [26]
and [134].
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Example 10.1.6

(i) If A1 = {x2 + y2 = 0} ⊂ (C2, 0), then the origin 0 = (0, 0) ∈ A1 is the only
singular point of A1, and the corresponding Milnor number and Milnor fiber at
0 are: μ0 = 1 and F0  S1.

(ii) If A2 = {x3 + y2 = 0} ⊂ (C2, 0), the origin 0 ∈ A2 is the only singular
point of A2, and the corresponding Milnor number and Milnor fiber at 0 are:
μ0 = dimC C{x, y}/(x2, y) = 2 and F0  S1 ∨ S1. The linkK0 of the singular
point 0 ∈ A2 is the famous trefoil knot, i.e., the (2, 3)-torus knot.

Remark 10.1.7 Due to their high connectivity, links of isolated hypersurface singu-
larities are the main source of exotic spheres. This was in fact Milnor’s motivation
for studying complex hypersurface singularities. Indeed, by using the generalized
Poincaré hypothesis of Smale–Stallings, it can be shown that if n �= 2 the link
K of an isolated hypersurface singularity is homeomorphic to the sphere S2n−1

if, and only if, K is a Z-homology sphere (i.e., H∗(K;Z) ∼= H∗(S2n−1;Z)), see
[179, Lemma 8.1]. The integral homology of such a link K can be studied by
using the monodromy and the Wang sequence associated to the Milnor fibration,
see Exercise 10.1.9. For nice accounts on exotic spheres arising from Singularity
Theory, see [179, 126, 104, Sections 8,9], as well as [60, Chapter 3].

Definition 10.1.8 The monodromy homeomorphism of f at x is the homeomor-
phism hx : Fx → Fx induced on the fiber of the Milnor fibration at x by circling the
base of the fibration once. (When the point x is clear from the context, we simply
write h for hx ; occasionally, we may also use the notation hf ,x (or hf ) to emphasize
the map f .)

Exercise 10.1.9 Let f = 0 be an isolated hypersurface singularity at the origin of
C
n+1, n ≥ 2, and let K , F , and h denote the corresponding link, Milnor fiber, and

monodromy homeomorphism, respectively. Then K is a (n− 2)-connected, closed,
oriented, (2n− 1)-dimensional manifold, and hence, by Poincaré duality, the only
interesting integer (co)homology of K appears in degrees n− 1 and n. Moreover,
the Milnor fiber F has the homotopy type of a bouquet of n-spheres. Let(t) denote
the local Alexander polynomial at the origin, i.e.,

(t) = det(t · I − h∗ : Hn(F ;Z)→ Hn(F ;Z)).

Use the Wang long exact sequence associated to the Milnor fibration to prove the
following statements:

(a) K is a Q-homology sphere (i.e., it has the Q-homology of S2n−1) if, and only if,
(1) �= 0 (i.e., t = 1 is not an eigenvalue of the algebraic monodromy operator
h∗ : Hn(F ;Z)→ Hn(F ;Z).)

(b) K is a Z-homology sphere if, and only if, (1) = ±1.

In particular, as already mentioned in Remark 10.1.7, it follows that if n ≥ 3 and
(1) = ±1 then K is homeomorphic to S2n−1. Moreover, the embedding K ⊂
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S2n+1
ε is not equivalent to the trivial equatorial embedding S2n−1

ε ⊂ S2n+1
ε (i.e., K

is an exotic (2n− 1)-sphere) except for the smooth case df (0) �= 0.

Milnor conjectured, and it was proved by Grothendieck [92] and Landman
[132], that the monodromy homeomorphism induces a quasi-unipotent operator
on the Milnor fiber (co)homology. The following result came to be known as
the monodromy theorem and it has been subsequently reproved and sharpened by
several quite different approaches, e.g., see [44, 74, 124, 137, 212]:

Theorem 10.1.10 (Monodromy Theorem) All eigenvalues of the algebraic mon-
odromy h∗x : Hi(Fx;C)→ Hi(Fx;C) are roots of unity. In fact, there are positive
integers p and q such that

(

(h∗x)p − id
)q = 0.

Moreover, one can take q = i + 1.

For future reference, we record here the following definition (already used in
Exercise 10.1.9), which is inspired by knot theory.

Definition 10.1.11 The characteristic polynomial

i
x(t) := det(t · I − h∗x : Hi(Fx;C)→ Hi(Fx;C))

of the algebraic monodromy is called the i-th (local) cohomological Alexander
polynomial associated with the hypersurface singularity germ at the point x.
Similarly, one defines local homological Alexander polynomials i,x(t) by using
the operators induced by monodromy on the homology of the Milnor fiber.

Remark 10.1.12 Theorem 10.1.10 asserts that all zeros of the local Alexander
polynomials i

x(t) and i,x(t) are roots of unity, or equivalently, these local
Alexander polynomials are products of cyclotomic polynomials.

It is also important to note that the algebraic monodromy can already detect
singularities. Specifically, A’Campo [1] proved the following:

Theorem 10.1.13 (A’Campo) Let

L(hx) :=
∑

i

(−1)i trace
(

h∗x : Hi(Fx;C)→ Hi(Fx;C)
)

be the Lefschetz number of the monodromy homeomorphism hx . Then L(hx) = 0 if
x is a singular point for f (i.e., if df (x) = 0).

As a consequence of the above statement, one has the following:

Corollary 10.1.14 If x is a singular point for f , then the associated Milnor fiber
Fx cannot be homologically contractible, i.e., H ∗(Fx;C) �= H ∗(point;C).
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The Milnor fibration construction can be globalized if the hypersurface is defined
by a weighted homogeneous polynomial. Let f ∈ C[x0, · · · , xn] be a weighted
homogeneous polynomial of degree d with respect to the weights wt(xi) = wi ,
where wi is a positive integer, for all i = 0, . . . , n. This means that

f (tw0x0, . . . , twnxn) = td · f (x0, . . . , xn).

There is a natural C∗-action on C
n+1 associated to these weights, given by

t · x = (tw0x0, . . . , twnxn)

for all t ∈ C
∗ and x = (x0, . . . , xn) ∈ C

n+1, which can be used to show that the
restriction of the polynomial mapping f given by

f : Cn+1 − f−1(0) −→ C
∗

is a locally trivial fibration. This fibration is usually referred to as the global (affine)
Milnor fibration, and its fiber F = f−1(1) is called the global (affine) Milnor fiber
of f . It is easy to see that F is homotopy equivalent to the Milnor fiber associated
to the germ of f at the origin. The monodromy homeomorphism h : F → F is in
this case particularly simple: it is given by multiplication by a primitive d-th root of
unity, that is,

h(x) = exp
2πi

d
· x

(e.g., see [60, Example 3.1.19]). In particular, hd = id, and hence the complex
algebraic monodromy operator

h∗ : H ∗(F ;C) −→ H ∗(F ;C)

is diagonalizable (semi-simple) and has as eigenvalues only d-th roots of unity.
Finally, if the above weighted homogeneous polynomial f has an isolated singu-
larity at the origin, the corresponding Milnor number of f at 0 ∈ C

n+1 is computed
by the formula (see, e.g., [59, Proposition 7.27]):

μ0 =
n
∏

i=0

d −wi
wi

. (10.2)

Exercise 10.1.15 Let f : Cn+1 → C be given by f = x0x1 · · · xn. Show that the
Milnor fiber of the singularity of f at the origin is homotopy equivalent to (S1)n. In
particular, the homology groupsHi(F ;Z) are non-zero in all dimensions 0 ≤ i ≤ n,
which shows that the connectivity statement of Theorem 10.1.1(4) is sharp.



186 10 Hypersurface Singularities. Nearby and Vanishing Cycles

Xs X0

xFx

S2n+1
,x

Kx

s 0
D∗
δ

Fig. 10.1 Milnor fibration

We also mention here another version of the Milnor fibration, as developed by
Lê [136], but see also [179, Theorem 5.11]. If D̊∗δ is the open punctured disc (at
the origin) of radius δ in C, then the above Milnor fibration is fiber diffeomorphic
equivalent to the smooth locally trivial fibration (Fig. 10.1)

B̊2n+2
ε,x ∩ f−1(D̊∗δ ) −→ D̊∗δ , 0 < δ * ε * 1,

which is usually referred to as the Milnor–Lê fibration . In particular, the Milnor fiber
Fx ∼= B̊2n+2

ε,x ∩ f−1(s) (for 0 < |s| * δ * ε) can be viewed as a local smoothing
of X0 near x. Since most of our calculations in this Chapter are (co)homological, in
what follows we do not make any distinction between the two types of fibrations.

Remark 10.1.16 The Milnor fibration associated to a complex hypersurface singu-
larity germ does not depend on the choice of a local equation for that germ, see [134]
for details. Moreover, for reduced hypersurfaces, the homotopy-type of the Milnor
fiber is an invariant of the local, ambient topological-type of the hypersurface; see
[134, 135] for a precise formulation.

At this end, it is important to note that the concepts of Milnor fibration, Milnor
fiber, and monodromy operator have been also extended to the more general
situation when f : Cn+1 → C is replaced by a non-constant regular or analytic
function f : X → C, with X a complex algebraic or analytic variety, see [136].
In this case, the open ball B̊ε,x of radius ε about x ∈ X is defined by using an
embedding of the germ (X, x) in an affine space C

N . Then Fx = B̊ε,x ∩ Xs , for
0 < |s| * δ * ε, is the (local) Milnor fiber of the function f at the point x.



10.1 Brief Overview of Complex Hypersurface Singularities 187

One of the most versatile tools for studying the homotopy type of the Milnor
fiber is the Thom–Sebastiani theorem, see [217, 191, 211, 186]. Results of the
Thom–Sebastiani type consist of exhibiting topological or analytical properties of
a function f (x0, . . . , xn)+ g(y0, . . . , ym) with separated variables from analogous
properties of the components f and g. Topologically, these correspond to the well-
known join construction that we now recall.

Definition 10.1.17 Given two topological spaces X and Y , the join of X and Y ,
denoted X ∗ Y , is the space obtained from the product X× [0, 1] × Y by making the
following identifications:

(i) (x, 0, y) ∼ (x′, 0, y) for all x, x′ ∈ X, y ∈ Y ;
(ii) (x, 1, y) ∼ (x, 1, y′) for all x ∈ X, y, y′ ∈ Y .

Informally, X ∗ Y is the union of all segments joining points x ∈ X to points
y ∈ Y . For example, if X is a point, then X ∗ Y is just the cone cY on Y . If X = S0,
then X ∗ Y is the suspension �Y of Y .

For future reference, we denote by [x, t , y] the equivalence class in X ∗ Y of
(x, t , y) ∈ X× [0, 1] × Y .

The homology of a join X ∗ Y was computed by Milnor [176] in terms of
homology groups of the factors X and Y as follows:

Lemma 10.1.18 Let X, Y be topological spaces with self-maps a : X → X and
b : Y → Y . Define a self-map a ∗ b : X ∗ Y → X ∗ Y by setting

(a ∗ b)([x, t , y]) := [a(x), t , b(y)].

Then there is an isomorphism (with integer coefficients)

˜Hr+1(X ∗ Y ) ∼=
⊕

i+j=r

(

˜Hi(X)⊗ ˜Hj(Y )
) ⊕

⊕

i+j=r−1

Tor(˜Hi(X), ˜Hj(Y )),

which is compatible with the homomorphisms induced by a ∗ b, a, and b, respec-
tively, at the homology level.

Let f : (Cn+1, 0) → (C, 0) and g : (Cm+1, 0) → (C, 0) be two hypersurface
singularity germs, and consider their sum

f + g : (Cn+m+2, 0)→ (C, 0), (f + g)(x, y) = f (x)+ g(y)

for x = (x0, . . . , xn) ∈ C
n+1, y = (y0, . . . , ym) ∈ C

m+1. Let Ff , Fg , Ff+g
be the corresponding Milnor fibers, and hf , hg , hf+g the associated monodromy
homeomorphisms. (If f and g are weighted homogeneous polynomials, then f + g
is also weighted homogeneous, and in this case we can consider the global (affine)
Milnor objects as well.) In these notations, one has the following result (proved in
[217] in the case of isolated singularities, and extended to arbitrary singularities in
[211, 191]):
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Theorem 10.1.19 There is a homotopy equivalence

j : Ff ∗ Fg −→ Ff+g

so that the diagram

Ff ∗ Fg

hf ∗hg

j

Ff+g

hf+g

Ff Fg

j

Ff g

is commutative up to homotopy.

As a consequence, one gets by Lemma 10.1.18 the following:

Corollary 10.1.20 (Thom–Sebastiani) Assume that both f and g are isolated
hypersurface singularity germs. Then f + g is also an isolated hypersurface
singularity and the following diagram is commutative:

Hn(Ff ;Z)⊗Hm(Fg;Z)
(hf )∗⊗(hg)∗

Hn+m+1(Ff+g;Z)
(hf+g)∗

Hn(Ff Z) Hm(Fg Z) Hn m 1(Ff g Z)

Example 10.1.21 (Whitney Umbrella) Let f (x, y, z) = z2 − xy2 be the Whitney
umbrella, and denote by F its Milnor fiber at the singular point at the origin. Since
f is a sum of two polynomials in different sets of variables and the Milnor fiber
of {z2 = 0} at 0 is just two points, one can apply the Thom–Sebastiani theorem
(Theorem 10.1.19) to deduce that F is the suspension on the Milnor fiber G of
g(x, y) = xy2 at the origin. Since g is homogeneous, its Milnor fiber G is defined
by xy2 = 1, and hence G is homotopy equivalent to a circle S1. Therefore, the
Milnor fiber F of the Whitney umbrella at the origin is homotopy equivalent to a
2-sphere S2.

Exercise 10.1.22 Show that the Milnor fiber at the origin of the hypersurface
defined by y2z+ x2 + v3 = 0 is homotopy equivalent to S3 ∨ S3.

We conclude this section with a discussion on the important class of examples
provided by the Brieskorn–Pham singularities, see [25], [179, Section 9], or [60,
Chapter 3, Section 4]. Consider the isolated singularity at the origin defined by the
weighted homogeneous polynomial

fa = x
a0
0 + · · · + xann ,
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where n ≥ 2, ai ≥ 2 are integers, and a = (a0, . . . , an). Let K(a), F(a), μ(a),
h(a) denote the corresponding link, Milnor fiber, Milnor number, and monodromy
homeomorphism, respectively. The Thom–Sebastiani theorem (Theorem 10.1.19)
can be used to deduce the following result:

Theorem 10.1.23 (Brieskorn–Pham) The eigenvalues of the algebraic mon-
odromy operator

h(a)∗ : Hn(F (a);Z) −→ Hn(F (a);Z)

are the products λ0λ1 · · · λn, where each λj ranges over all aj -th roots of unity other
than 1. In particular, the corresponding Milnor number is

μ(a) = (a0 − 1)(a1 − 1) · · · (an − 1),

and the Alexander polynomial at the origin is given by

(t) =
∏

(t − λ0λ1 · · · λn).

By combining Exercise 10.1.9 and Theorem 10.1.23, one can now obtain
examples of exotic spheres of type K(a), i.e., which are links of Brieskorn–Pham
singularities.

Example 10.1.24 ([25]) Let f : C5 → C be given by

f (x, y, z, t , u) = x2 + y2 + z2 + t3 + u6k−1

Then, for 1 ≤ k ≤ 28, the link of the singularity at the origin of f−1(0) is a
topological 7-sphere. Furthermore, these give the 28 different types of exotic 7-
spheres from [126].

10.2 Global Aspects of Hypersurface Singularities

In this section, we show how the theory of perverse sheaves and the local topological
information at singular points can be combined to derive global topological
statements about complex hypersurface complements. For similar applications and
various approaches, the reader may consult [62, 141, 142, 160, 163], and also [61,
Section 6.4].

We begin with the following simple application of Ehreshmann’s fibration
theorem (e.g., see [60, Corollary (1.3.4)]):

Proposition 10.2.1 All nonsingular complex projective hypersurfaces in CPn+1 of
a fixed degree d are diffeomorphic to each other.
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Let V be a (globally defined) degree d reduced hypersurface in CPn+1 (n ≥
1) and let H be a hyperplane in CPn+1, which we refer to as the “hyperplane at
infinity.” Consider the complement

U := CPn+1 − (V ∪H) = C
n+1 − V a ,

where V a ⊂ C
n+1 = CPn+1 −H denotes the affine part of V . Alternatively, one

can start with a degree d polynomial f (z1, . . . , zn+1) : Cn+1 → C, and take V a =
{f = 0}, with V ⊂ CPn+1 the projectivization of V a , and H given by z0 = 0.
(Here, z0, z1, . . . , zn+1 denote the homogeneous coordinates on CPn+1.)

Denote by V1, . . . ,Vr the irreducible components of V , with di = deg(Vi) for
i = 1, . . . , r .

Exercise 10.2.2 In the above notations, show that

H1(CP
n+1 − V ;Z) ∼= Z

r−1 ⊕Z/gcd(d1, . . . , dr), (10.3)

generated by the homology classes νi of meridians γi about the irreducible
components Vi of V . These generators satisfy the relation (cf. [60, Proposition
4.1.3]):

r
∑

i=1

diνi = 0. (10.4)

By applying the statement of Exercise 10.2.2 to the complement U := CPn+1 −
(V ∪H), one gets that

H1(U;Z) ∼= Z
r , (10.5)

generated by the homology classes νi of meridians γi about the irreducible
components Vi of V . Moreover, if γ∞ denotes the meridian loop in U about the
hyperplane H at infinity, with homology class ν∞, then the following relation holds
in H1(U;Z):

ν∞ +
r
∑

i=1

diνi = 0. (10.6)

Consider the epimorphism

f# : π1(U) −→ π1(C
∗) ∼= Z

induced by the restriction of f to U. It can be seen that f# coincides with the total
linking number homomorphism (cf. [60, pp. 76–77]); in particular, f#(γi) = 1, for
i = 1, . . . , r , and hence f#(γ∞) = −d by (10.6).
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Denote by Uc the (infinite cyclic) covering of U defined by Ker f#. The group of
covering transformations of Uc is isomorphic to Z, so the chain groups Ci(Uc;C)
and homology groups Hi(Uc;C) become modules over the group ring C[Z] ∼=
C[t , t−1].
Definition 10.2.3 The C[t , t−1]-module Hi(U

c;C) is called the (global) i-th
Alexander module of the hypersurface complement U.

The goal of this section is to investigate the Alexander modules Hi(Uc;C). This
is the global analogue of the problem of studying the topology of the Milnor fiber
of a hypersurface singularity germ, as the Milnor fiber can itself be regarded as an
infinite cyclic cover of the local germ complement.

First note that, since U is the complement of a complex affine hypersurface in
C
n+1, it is an (n+ 1)-dimensional affine variety, hence it has the homotopy type of a

finite CW-complex of real dimension n+ 1 (e.g., see [178], or [61, (1.6.7), (1.6.8)]).
Therefore, Hi(Uc;C) = 0 for i ≥ n+ 1, Hn+1(U

c;C) is a free C[t , t−1]-module,
and the C[t , t−1]-modules Hi(Uc;C) are of finite type for 0 ≤ i ≤ n.

Definition 10.2.4 The hypersurface V ⊂ CPn+1 is said to be in general position
(with respect to the hyperplane H ) at infinity if H is transversal in the stratified
sense to V , i.e., if S is a Whitney stratification of V then H is transversal to every
stratum S ∈ S.

Exercise 10.2.5 Show that if V ⊂ CPn+1 is a nonsingular hypersurface of degree
d, then π1(CP

n+1 − V ) ∼= Z/d and πi(CPn+1 − V ) = 0 for 1 < i ≤ n.

Exercise 10.2.6 Show that if V ⊂ CPn+1 is a nonsingular hypersurface in general
position (with respect to the hyperplane H ) at infinity, and U := CPn+1− (V ∪H),
then π1(U) ∼= Z and πi(U) = 0 for 1 < i ≤ n. In particular, ˜Hi(Uc;C) = 0 for
i < n+ 1.

More generally, the statements of Exercises 10.2.5 and 10.2.6, coupled with a
Lefschetz-type result for homotopy groups (see [95], and also the formulation in
[60, Theorem (1.6.5)]), yield the following result proved in [140, Lemma 1.5]:

Proposition 10.2.7 Let V ⊂ CPn+1 be a projective hypersurface in general
position (with respect to the hyperplaneH ) at infinity, so that V has no codimension
one singularities. Let k denote the complex dimension of the singular locus of V .
Then:

(i) π1(CP
n+1 − V ) ∼= Z/d and π1(CP

n+1 − (V ∪H)) ∼= Z.
(ii) πi(CP

n+1 − V ) = πi(CP
n+1 − (V ∪H)) = 0 for 1 < i < n− k.

In particular, if a hypersurface V as in the above proposition has only isolated
singularities, the only interesting Alexander module is Hn(Uc;C). This is the
situation considered in [140] (where also isolated singularities “at infinity” are
allowed). In what follows, no restrictions will be imposed on the singularities of
V , provided that V is in general position at infinity.
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The following result can be regarded as a global version of the monodromy
theorem (Theorem 10.1.10). It was initially obtained in [160], and then reproved
in [62] in a more general setup. (See also [30] for further generalizations of the
monodromy theorem.)

Theorem 10.2.8 Assume that the degree d hypersurface V ⊂ CPn+1 is in general
position at infinity. Then, for i ≤ n, the Alexander module Hi(Uc;C) is a torsion
semi-simple C[t , t−1]-module that is annihilated by td − 1.

By analogy with Definition 10.1.11, for every i ≤ n we let i(t) denote
the i-th (global) Alexander polynomial of the hypersurface complement U, that
is, the characteristic polynomial of the action induced by a generating covering
homomorphism on Hi(Uc;C). Theorem 10.2.8 asserts that all zeros of the global
Alexander polynomial i(t), i ≤ n, are roots of unity of order d = deg(V ).

As a consequence of Theorem 10.2.8, one may easily calculate the rank of
the free C[t , t−1]-module Hn+1(Uc;C) in terms of the Euler characteristic of the
complement as follows:

Corollary 10.2.9 Under the assumptions and notations of the previous theorem,

rankC[t ,t−1]Hn+1(U
c;C) = (−1)n+1χ(U).

In order to prove Theorem 10.2.8, we follow here the approach from [62] and
first note that the Alexander modules Hi(Uc;C) are related to the (co)homology of
rank-one C-local systems defined on the complement U as follows. For λ ∈ C

∗,
consider the Milnor long exact sequence (e.g., see [64, Theorem 4.2]):

· · · → Hi(U
c;C) t−λ−→ Hi(U

c;C) −→ Hi(U;Lλ) −→ Hi−1(U
c;C)→ · · ·

where Lλ denotes the rank-one C-local system on U corresponding to the represen-
tation

ρλ : π1(U)→ H1(U)→ C
∗

obtained by composing the abelianization morphism π1(U) → H1(U) with the
homomorphism H1(U)→ C

∗ defined by mapping νi (i = 1, . . . , r) to λ and ν∞ to
λ−d . Then Theorem 10.2.8 follows from the following generic vanishing statement:

Proposition 10.2.10 Let λ ∈ C
∗ be such that λd �= 1, and denote by Lλ the

corresponding rank-one C-local system on U. Then Hi(U;Lλ) = 0 for all i �=
n+ 1.

Proof By using (4.1), it is of course sufficient to show that Hi(U;Lλ) = 0 for all
i �= n+ 1.

Let Cn+1 = CPn+1−H , and denote by u : U ↪→ C
n+1 and v : Cn+1 ↪→ CPn+1

the two inclusion maps. Since U is nonsingular of complex dimension n+ 1, and
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Lλ is a local system on U, it follows by Example 10.29 that Lλ[n+ 1] ∈ Perv(U).
Moreover, since u is a quasi-finite affine morphism, Theorem 8.6.3 yields that

F• := Ru∗(Lλ[n+ 1]) ∈ Perv(Cn+1).

But Cn+1 is an (n+ 1)-dimensional affine variety, so by Artin’s vanishing theorem
for perverse sheaves (Corollary 8.6.6), one has that:

H
i (Cn+1;F•) = 0, for all i > 0, (10.7)

and

H
i
c(C

n+1;F•) = 0, for all i < 0. (10.8)

Let a : CPn+1 → pt be the constant map to a point space. Then:

H
i (Cn+1;F•) ∼= Hi+n+1(U;Lλ) ∼= Hi(Ra∗Rv∗F•). (10.9)

Similarly,

H
i
c(C

n+1;F•) ∼= Hi(Ra!Rv!F•), (10.10)

where the last equality follows since a is a proper map, hence Ra! = Ra∗.
Consider now the canonical morphism Rv!F• → Rv∗F•, and extend it to the

distinguished triangle:

Rv!F• −→ Rv∗F• −→ G• [1]−→ (10.11)

in Db
c (CP

n+1). Since v∗Rv!  id  v∗Rv∗, after applying v∗ to the above triangle
it follows that v∗G  0, or equivalently, G is supported on H . Next, apply Ra! =
Ra∗ to the distinguished triangle (10.11) to obtain a new triangle in Db

c (pt):

Ra!Rv!F• −→ Ra∗Rv∗F• −→ Ra∗G•
[1]−→ . (10.12)

Upon applying the cohomology functor to the distinguished triangle (10.12), one
gets the following long exact sequence of complex vector spaces

→ H
i
c(C

n+1;F•)→ H
i (Cn+1;F•)→ H

i (CPn+1;G•)
→ H

i+1
c (Cn+1;F•)→

Using the vanishing from (10.7) and (10.8), together with the identifications (10.9)
and (10.10), one then has that:

Hi+n+1(U;Lλ) ∼= H
i (CPn+1;G•) ∼= H

i (H ;G•) for i < −1,
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and Hn(U;Lλ) is a subspace of the C-vector space H
−1(H ;G•). So in order to

complete the proof, it suffices to show that Hi (H ;G•) = 0 for all i ≤ −1. The
following arguments will in fact prove the stronger vanishing G•  0, which in turn
is equivalent to the vanishing of all stalk cohomology groups Hq(G•)x at points
x ∈ H .

For x ∈ H , denote by Ux = U ∩ Bx the local complement at x, for Bx a small
ball in CPn+1 centered at x. Then one has the following identification:

Hq(G•)x ∼= Hq(Rv∗F•)x
∼= Hq+n+1(Rv∗Ru∗Lλ)x
∼= H

q+n+1(Bx;R(v ◦ u)∗L)
∼= Hq+n+1(Ux;Lx),

with Lx denoting the restriction of Lλ to Ux .
If x ∈ H −H ∩V , then Ux is homotopy equivalent to S1, and the corresponding

local system Lx is defined by the action of γ∞, i.e., by multiplication by ν = λ−d �=
1. The desired vanishing follows in this case by Exercise 4.2.13.

If x ∈ H ∩ V , then the transversality assumption implies that the local
complement Ux is homotopy equivalent to a product (B ′x − (V ∩B ′x)× S1, with B ′x
a small open ball centered at x in H , and the S1-factor corresponding to a meridian
loop aboutH . It follows that the corresponding local system Lx is an external tensor
product, the second factor being defined by the action of γ∞ as in the previous case.
The desired vanishing follows then from the Künneth formula of Theorem 7.1.8.

��
Exercise 10.2.11 Let h := fd be the degree d homogeneous polynomial given
by the top-degree part of the polynomial f : C

n+1 → C defining V a . Let
Fh = {h = 1} be the global Milnor fiber of h. Show that there are C[t , t−1]-module
isomorphisms Hi(Fh;C) → Hi(U

c;C) for i < n, and a C[t , t−1]-module epimor-
phism Hn(Fh;C)→ Hn(U

c;C). Deduce an alternative proof of Theorem 10.2.8.

Exercise 10.2.12 Assume that the degree d hypersurface V ⊂ CPn+1 is in general
position at infinity, has no codimension one singularities, and is a rational homology
manifold. Show that for all 1 ≤ i ≤ n, i(1) �= 0.

Perverse sheaves can also be used to estimate the zeros of the global Alexander
polynomials in terms of those of the local Alexander polynomials at (affine) points
along some irreducible component of V . More precisely, one has the following
result of [160] (see also [62] and [141]), which in the case of hypersurfaces with
only isolated singularities was proved by Libgober in [140]:

Theorem 10.2.13 Let λ ∈ C
∗ be such that λd = 1, and let σ be a non-negative

integer. If λ is not a root of the i-th local Alexander polynomial i,x(t) for i <
n+ 1− σ and any (affine) point x ∈ V1 −H in the irreducible component V1 of V ,
then λ is not a root of the global Alexander polynomial i(t) for i < n+ 1− σ .
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Proof As in the proof of Theorem 10.2.8, after replacing C
n+1 by U1 = CPn+1 −

V1, it follows that for i ≤ −1, Hi+n+1(U;Lλ) is a subspace of Hi (CPn+1;G•),
where G• is now a complex of C-sheaves supported on V1. It thus suffices to show
that Hi (CPn+1;G•) = 0, for i < −σ .

The cohomology stalks of G• at a point x ∈ V1 are given as above by

Hq(G•)x ∼= Hq+n+1(Ux ,Lx).

Therefore, for a fixed x ∈ V1 the fact that λ is not a root of i,x(t) for i <
n+ 1− σ is equivalent to the assertion that Hq(G•)x = 0 for all q < −σ . The
desired vanishing follows now by using the hypercohomology spectral sequence
with E2-term defined by E

p,q
2 = Hp(V1;Hq(G•)), which computes the groups

H
i (V1;G•) ∼= H

i (CPn+1;G•). ��
Example 10.2.14 Suppose that V is a degree d reduced projective hypersurface that
is also a rational homology manifold, has no codimension one singularities, and is
in general position at infinity. Assume that the local monodromies at points of strata
contained in some irreducible component V1 of V have orders that are relatively
prime to d (e.g., the transversal singularities along strata of V1 are Brieskorn–
Pham type singularities, having all exponents relatively prime to d). Then, by
Theorem 10.2.8, Theorem 10.2.13, and Exercise 10.2.12, it follows that i(t) = 1,
for all 1 ≤ i ≤ n.

Exercise 10.2.15 Let V be the trifold in CP 4 = {(x : y : z : t : v)}, defined by
the polynomial: y2z+ x3 + tx2 + v3 = 0. Let H := {t = 0} be the hyperplane at
infinity. Show that V is in general position at infinity (with respect to H ), and that
the corresponding global Alexander polynomials of the complement U = CP 4 −
(V ∪H) are computed by:

0(t) = t − 1, 1(t) = 1, 2(t) = 1, 3(t) = 1.

We conclude this section with a discussion on the intersection homology
realization of the Alexander modules, see [160] for complete details.

One can think of an n-dimensional projective hypersurface V as the singular
locus of CPn+1, which is now regarded as a filtered space stratified by V and its
singularities. This yields a Whitney stratification of the pair (CPn+1,V ). By the
assumption on transversality at infinity (with respect to the hyperplane H ), one
may also consider the induced stratification for the pair (CPn+1,V ∪ H). Let L
be the local system on U with stalk C[t , t−1] and action by an element α ∈ π1(U)

determined by multiplication by tf#(α). Then, for every perversity p, the intersection
homology complex IC•p(L) ∈ Db

c (CP
n+1) is defined by the axiomatic construction

as in Chapter 6. The following result, left here as an exercise for the interested reader,
was proved in [160, Lemma 3.1]:



196 10 Hypersurface Singularities. Nearby and Vanishing Cycles

Lemma 10.2.16 If i : V ∪H ↪→ CPn+1 is the inclusion, then i∗IC•m(L) is quasi-
isomorphic to the zero complex, i.e., the cohomology stalks of the complex IC•m(L)
vanish at points in V ∪H .

As an immediate consequence, one obtains the following intersection homology
realization of the Alexander modules of the complement:

Corollary 10.2.17 There is an isomorphism of C[t , t−1]-modules:

IHm
i (CP

n+1;L) ∼= Hi(U;L) ∼= Hi(U
c;C),

for every integer i.

Exercise 10.2.18 Reprove the results of Theorems 10.2.8 and 10.2.13 by com-
bining Corollary 10.2.17 with the Cappell–Shaneson superduality isomorphism
of Theorem 6.4.5. (Hint: you will also need the Artin-type vanishing results for
perverse sheaves over the ring C[t , t−1], as referenced in Remark 8.6.12; see [160]
for complete details.)

10.3 Nearby and Vanishing Cycles

In this section, we will address the following question: how can one piece together,
in a consistent way, the (local) Milnor information at various points along a singular
fiber of a regular (or analytic) map? One possible answer is provided by the nearby
and vanishing cycles of f , which provide a sheafification of this local information.

In order to better motivate the constructions in this section, let us consider a
family {Xs}s∈D∗ of nonsingular complex hypersufaces degenerating to a singular
hypersurface X0, where D∗ is a small punctured disc about 0 ∈ C. The goal is then
to derive topological information about X0 from the monodromy of the family and
the (local) smoothing(s) of X0.

For example, if the projection map of the family is proper, then there exists a
specialization map

sp : Xs → X0

(s ∈ D∗) that collapses the vanishing cycles to the singularities of X0. For a
construction of the specialization map, see [85, Part II, Section 6.13]; an overview
of the construction is also given in [150, Section 5.8].

On the cohomology level, the specialization map

sp∗ : H ∗(X0;Z)→ H ∗(Xs;Z)

is constructed as follows. If the above family of complex hypersurfaces is given by
a (proper) map f : X → S on a complex manifold X, so that Xs = f−1(s), s �= 0,
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is the generic fiber, and X0 = f−1(0) is the special fiber, then for a small enough
disc Dδ about 0 ∈ C and for s ∈ D∗δ , we have:

Xs
is
↪→ f−1(Dδ)  X0,

which induces cohomology maps:

H ∗(X0;Z) ∼= H ∗(f−1(Dδ);Z) i∗s−→ H ∗(Xs;Z).

The specialization homomorphism sp∗ corresponds to the composition of the above
homomorphisms in cohomology.

Construction

In this section, we follow Deligne’s approach [93, Exposés 13 et 14] to build such a
specialization homomorphism by using sheaf theory.

We assume that the base ring A is commutative and noetherian, of finite global
dimension, and we work with constructible complexes of sheaves of A-modules.

Let f : X → D ⊂ C be a holomorphic map from a reduced complex space X
to a disc D ⊂ C. Denote by X0 = f−1(0) the fiber over the center of the disc, with
i : X0 ↪→ X the inclusion map. LetX∗ := X−X0 with induced map f : X∗ → D∗
to the punctured disc. Consider the following cartesian diagram:

X0
i

X

f

X∗j

f ∗

X∗π

{0} D D∗ D∗
π

Here π : ˜D∗ → D∗ is the infinite cyclic (and universal) cover of D∗ defined by
the map z �→ exp(2πiz), so that π̂ : ˜X∗ → X∗ is an infinite cyclic cover with
deck group Z. The space ˜X∗ is identified with the canonical fiber of f (and it is
homotopy equivalent to the generic fiber Xs), and the map j ◦ π̂ is a canonical
model (i.e., independent of the choice of the specific fiber) for the inclusion of the
generic fiber Xs in X∗. One can then make the following definition.

Definition 10.3.1 (Nearby Cycle Functor) The nearby cycle functor of f assigns
to F• ∈ Db

c (X) the complex on X0 defined by

ψfF
• := i∗R(j ◦ π̂)∗(j ◦ π̂)∗F• ∈ Db(X0). (10.13)
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Moreover,ψfF• is a constructible complex, i.e.,ψfF• ∈ Db
c (X0) (e.g., see [122,

p. 352] if X is nonsingular, and also [214, Theorem 4.0.2, Lemma 4.2.1]), so we get
a functor

ψf : Db
c (X) −→ Db

c (X0).

Remark 10.3.2 Roughly speaking, to define ψfF• we pull back F• to the “generic
fiber” of f and then retract onto the “special fiber” X0. In particular, ψfF• contains
more information about the behavior of F• near X0 then the naive restriction i∗F•.
It is also worth noting that ψfF• depends only on the restriction of F• to X∗. Also,
since the definition of ψfF• involves non-algebraic maps, its constructibility is not
clear a priori.

It follows directly from the above definition that the stalk cohomology at a point
of X0 computes the (hyper)cohomology of the corresponding Milnor fiber. Indeed,
for x ∈ X0, let B̊ε,x be an open ball of radius ε in X, centered at x. If X is singular,
such a ball is defined by using an embedding of the germ (X, x) in a complex affine
space. Then, as in Section 10.1, for |s| non-zero and sufficiently small, Fx = B̊ε,x ∩
Xs is the (local) Milnor fiber of f at x. In these notations, one has the following:

Corollary 10.3.3 For every x ∈ X0 there is an A-module isomorphism:

Hk(ψfF
•)x ∼= H

k(B̊ε,x ∩Xs;F•|Xs ) = H
k(Fx;F•), (10.14)

for all k ∈ Z. In particular, if F• = AX is the constant sheaf on X, then

Hk(ψfAX)x
∼= Hk(Fx;A). (10.15)

When f is proper, the nearby cycle functor provides a sheaf-theoretic interpreta-
tion of the specialization map

sp : Xs −→ X0

mentioned above, which collapses the “topology of a local smoothing” to the
singular points. Indeed, in this setup one has the following (see [85, Part II, Section
6.13], and also [51, Remark 5.5.1]):

Theorem 10.3.4

ψfF
•  Rsp∗(F•|Xs ) ∈ Db

c (X0). (10.16)

As an immediate consequence, one then has the identification:

Corollary 10.3.5

H
k(X0;ψfF•) ∼= H

k(Xs;F•|Xs ) (10.17)
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for every k ∈ Z and s ∈ D∗. In particular, if F• = AX is the constant sheaf on X,
then

H
k(X0;ψfAX) ∼= Hk(Xs;A). (10.18)

Remark 10.3.6 The deck group action on ˜D∗ in Definition 10.3.1 induces a mon-
odromy transformation h = hf on ψf , which is compatible with the monodromy of
the family {Xs}s∈D∗ via (10.18), and, resp., with the Milnor monodromy via (10.15).

Definition 10.3.7 The sheaf complex ψfAX is called the nearby cycle complex of
f with A-coefficients.

Consider the adjunction morphism

F• → R(j ◦ π̂)∗(j ◦ π̂)∗F•

and apply i∗ to obtain the specialization morphism

sp : i∗F• → ψfF
•.

By taking the cone of sp, one gets a unique distinguished triangle

i∗F• sp−→ ψfF
• can−→ ϕfF

• [1]−→ (10.19)

in Db
c (X0), where ϕfF• is, by definition, the vanishing cycles of F•. One gets a

functor

ϕf : Db
c (X)→ Db

c (X0)

called the vanishing cycle functor of f . Note that cones are not functorial, so the
above construction is not enough to get ϕf as a functor; for complete details see,
e.g., [122, Chapter 8] or [214, pages 25–26].

The vanishing cycle functor also comes equipped with a monodromy automor-
phism, which (in order to avoid cumbersome notations later on) shall still be denoted
by h.

Definition 10.3.8 The sheaf complex ϕfAX is called the vanishing cycle complex
of f with A-coefficients.

For the computation of the stalk cohomology Hk(ϕfF
•)x of the vanishing cycles

at x ∈ X0, one can use the long exact sequence associated to the triangle (10.19),
that is,

· · · −→ Hk(i∗F•)x −→ Hk(ψfF
•)x −→ Hk(ϕfF

•)x −→ · · · ,

together with the A-module isomorphisms

H
k(B̊ε,x ∩X0;F•) ∼= Hk(i∗F•)x ∼= Hk(F•)x ∼= H

k(B̊ε,x;F•)
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and

Hk(ψfF
•)x ∼= H

k(B̊ε,x ∩Xs;F•)

for s ∈ D∗, to obtain the identification

Hk(ϕfF
•)x ∼= H

k+1(B̊ε,x , B̊ε,x ∩Xs;F•). (10.20)

Example 10.3.9 As a particular case of (10.20), assume that X is nonsingular and
F• = AX is the constant sheaf on X. Then, since B̊ε,x ∩X0 is contractible, one gets
(for s ∈ D∗)

Hk(ϕf AX)x
∼= Hk+1(B̊ε,x , B̊ε,x ∩Xs;A)
∼= ˜Hk(B̊ε,x ∩Xs;A)
∼= ˜Hk(Fx;A),

with Fx the Milnor fiber of f at x. Recall from Proposition 10.1.3 that if x is a
nonsingular point of X0, then Fx is contractible, so, in view of the above stalk
calculation, one gets that Hk(ϕf AX)x = 0 at such a nonsingular point. It then
follows that in this case one has the inclusion:

supp(ϕf AX) ⊆ Sing(X0).

In fact, by using Corollary 10.1.14, it follows readily that these sets coincide if A is
a field (see, e.g., [61, Corollary 6.1.18]).

Example 10.3.10 Assume that X is nonsingular of complex dimension n+ 1, and
X0 = f−1(0) has a singular locus � that is nonsingular as a variety. For simplicity,
assume that � is connected. Suppose that ϕfAX is constructible with respect to the
stratification of X0 given by the strata � and X0 −� (e.g., this is the case if the
filtration � ⊂ X0 corresponds to a Whitney stratification of X0). If r = dimC� <

n = dimCX0, by the local product structure of neighborhoods of points in �, the
Milnor fiber Fx at a point x ∈ � has the homotopy type of an (n− r)-dimensional
CW complex, which moreover is (n− r − 1)-connected. If i : � ↪→ X0 denotes the
inclusion map, it follows from the stalk calculation of Example 10.3.9 that

ϕfAX  i!L�[r − n],

where

L�  Hn−r (ϕf AX)|�
is the local system on � whose stalk at x ∈ � is Hn−r (Fx;A).
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For a more concrete example, let f : Cn+1 → C be a polynomial function that
depends only on the first n − r + 1 coordinates of C

n+1. Furthermore, suppose
that f has an isolated singularity at 0 ∈ C

n−r+1 when regarded as a polynomial
function on C

n−r+1. If X0 = f−1(0) ⊂ C
n+1, then the singular locus � of X0 is

the affine space Cr in the remaining coordinates of Cn+1, and the filtration � ⊂ X0
induces a Whitney stratification of X0. Since � is in this case nonsingular and
simply connected, the local system Hn−r (ϕf ACn+1)|� is the constant sheaf M�

with stalk Hn−r (F0;A). Therefore,

ϕfACn+1  i!M�[r − n].

A more general estimation of the support of vanishing cycles is provided by the
following result, see, e.g., [152] or [61, Proposition 4.2.8].

Proposition 10.3.11 Let X be a complex analytic variety with a given Whitney
stratification X, and let f : X → C be an analytic function. For every X-
constructible complex F• on X and every integer k, one has the inclusion

suppHk(ϕfF
•) ⊆ X0 ∩ SingX(f ), (10.21)

where

SingX(f ) :=
⋃

V∈X
Sing(f |V )

is the stratified singular set of f with respect to the stratification X.

The above construction of the vanishing and nearby cycle functors can also be
performed in the following global context (for details, see [61, Section 4.2]). Let
X be a complex algebraic (resp., analytic) variety, and let f : X → C be a non-
constant regular (resp., analytic) function. Then, for every s ∈ C, one has functors

F• ∈ Db
c (X) �−→ ψf−sF•, ϕf−sF• ∈ Db

c (Xs),

where Xs = f−1(s) is assumed to be a non-empty hypersurface, by simply
repeating the above considerations for the function f − s restricted to a tube
T (Xs) := f−1(s) around the fiber Xs (here s is a small disc centered at s). By
stratification theory, in the algebraic context (or in the analytic context for a proper
holomorphic map f ) one can find a small disc s centered at s ∈ C such that
f : f−1(∗s ) → ∗s is a (stratified) locally trivial fibration, with ∗s := s − {s}
the punctured disc at s.

Exercise 10.3.12 Let Y
π→ X

f→ C be two complex analytic morphisms with
π proper. Set g = f ◦ π . Show that for F• ∈ Db

c (Y ) the following base change
property holds:

Rπ̂∗(ψgF•)  ψf (Rπ∗F•), (10.22)
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and

Rπ̂∗(ϕgF•)  ϕf (Rπ∗F•), (10.23)

where π̂ : g−1(0) → f−1(0) is induced by π . (Hint: use the proper base change
formula of Theorem 5.1.7(b) for the cartesian squares induced by the map π ; see,
e.g., [61, Proposition 4.2.11].)

Relation with Perverse Sheaves

Let f : X → C be a non-constant regular (or complex analytic) function, and
we work with a base ring that is commutative, noetherian, of finite dimension. The
interplay between perverse sheaves, on the one hand, and nearby and vanishing
cycle functors, on the other hand, is reflected by the following result, see [84], [122,
Corollary 10.3.13], [214, Theorem 6.0.2], [155, Theorem 3.1, Corollary 3.2]:

Theorem 10.3.13 The shifted functors

ψf [−1], ϕf [−1] : Db
c (X) −→ Db

c (X0)

are t-exact. In particular, there are induced functors

ψf [−1], ϕf [−1] : Perv(X) −→ Perv(X0).

Moreover, the functors ψf [−1] and ϕf [−1] commute with the Verdier duality
functor D up to natural isomorphisms.

To simplify the notation, it is customary to define the perverse nearby and
perverse vanishing cycle functors by

pψf := ψf [−1] and pϕf := ϕf [−1],

respectively.

Example 10.3.14 If X is a pure (n+ 1)-dimensional locally complete intersection
(e.g., X is nonsingular), then by using Theorem 8.3.12 one gets that ψfAX[n] and
ϕfAX[n] are perverse sheaves on X0.

Exercise 10.3.15 Let f : Cn+1 → C be a polynomial so that Z = f−1(0) has only
isolated singularities. Let Zreg denote the nonsingular locus of Z, and set

G• := pψf (Q
Cn+1 [n+ 1]) = ψf (Q

Cn+1 [n]).
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Then G•, Q
Z
[n] and ICZ are Verdier self-dual perverse sheaves on the hypersurface

Z so that:

G•|Zreg  Q
Zreg
[n]  ICZ|Zreg .

Show that G•  ICZ if, and only if, the hypersurface Z is nonsingular. (Hint: use
Corollary 10.1.14.)

Thom–Sebastiani for Vanishing Cycles

In this section, we follow [153] (see also [214, Corollary 1.3.4]) to discuss a
corresponding Thom–Sebastiani result for vanishing cycles, generalizing Corol-
lary 10.1.20 to functions defined on singular ambient spaces, with arbitrary critical
loci, and with arbitrary sheaf coefficients.

Let f : X→ C and g : Y → C be complex analytic functions. Let pr1 and pr2
denote the projections of X× Y onto X and Y , respectively. Consider the function

f � g := f ◦ pr1 + g ◦ pr2 : X× Y → C.

We work over a regular noetherian base ring of finite dimension (e.g., Z, Q, or C).
The goal is to express the vanishing cycle functor ϕf�g in terms of ϕf and ϕg .
It is more convenient here to use the corresponding perverse vanishing cycles, as
introduced in the previous section.

We let V (f ) = {f = 0}, and similarly for V (g) and V (f � g). Denote by k the
inclusion of V (f )×V (g) into V (f � g). With these notations, the following result
holds (see [153, Theorem on p.354]):

Theorem 10.3.16 For F• ∈ Db
c (X) and G• ∈ Db

c (Y ), there is a natural
isomorphism

k∗pϕf�g(F•
L

� G•)  pϕfF
• L� pϕgG

• (10.24)

commuting with the corresponding monodromies.
Moreover, if p = (x, y) ∈ X × Y is such that f (x) = 0 and g(y) = 0, then, in

an open neighborhood of p, the complex pϕf�g(F
• L�G•) has support contained in

V (f )× V (g), and, in every open set in which such a containment holds, there are
natural isomorphisms

pϕf�g(F
• L� G•)  k!(pϕfF•

L

� pϕgG
•)  k∗(pϕfF•

L

� pϕgG
•). (10.25)
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An immediate consequence of Theorem 10.3.16 and of the algebraic Künneth
formula is the following generalization of Corollary 10.1.20 to functions defined on
singular spaces, and with arbitrary critical loci.

Corollary 10.3.17 In the notations of the above theorem and with integer coeffi-
cients, there is an isomorphism

˜Hi−1(Ff�g,p) ∼=
⊕

a+b=i

(

˜Ha−1(Ff ,pr1(p))⊗ ˜Hb−1(Fg,pr2(p))
)

⊕
⊕

c+d=i+1

Tor
(

˜Hc−1(Ff ,pr1(p)), ˜H
d−1(Fg,pr2(p))

)

, (10.26)

where Ff ,x denotes as usual the Milnor fiber of a function f at x, and similarly for
Fg,y .

Example 10.3.18 (Brieskorn Singularities and Intersection Cohomology) Let us
now indicate how Theorem 10.3.16 applies in the context of Brieskorn–Pham
singularities, with twisted intersection cohomology coefficients; see [153, Section
2.4] for complete details.

Recall that a rank r local system L of complex vector spaces on C
∗ is

determined up to isomorphism by a monodromy automorphism hL : Cr → C
r .

By Exercise 8.4.8, the intersection cohomology complex ICC(L) on C agrees with
L[1] on C

∗ and has stalk cohomology at the origin concentrated in degree−1, where
it is isomorphic to Ker (id − hL).

Next, consider a collection of complex local systems Li of rank ri on C
∗,

with monodromy automorphisms hi , and denote the corresponding intersection
cohomology complexes on C by ICC(Li ). For positive integers ai , consider the
functions fi(x) = xai on C. The complex pϕfi ICC(Li ) is a perverse sheaf
supported only at 0; therefore, pϕfi ICC(Li ) is non-zero only in degree zero,
where it has dimension airi − dim Ker (id − hi). On the other hand, it is a simple
exercise to see that the external product of intersection cohomology complexes is an
intersection cohomology complex (see Exercise 6.3.14), and hence

ICC(L1)
L

� · · · L� ICC(Ln)  ICCn(L1� · · ·�Ln),

where L1� · · ·�Ln is the C-local system on (C∗)n with monodromy automorphism

h : Zn ∼= π1((C
∗)n)→ Aut(Cr1 × · · · ×C

rn)

defined by

h(t1, . . . , tn)(v1, . . . , vn) := (h1(v1), . . . ,hn(vn)) .

It then follows by iterating the Thom–Sebastiani isomorphism that
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pϕ
x
a1
1 +···+xann ICCn(L1� · · ·�Ln)

is a perverse sheaf supported only at the origin, and hence concentrated only in
degree zero, where it has dimension equal to

∏

i

(airi − dim Ker (id − hi)) .

In the particular situation when ri = 1 and hi = idC for all i, one is back in the case
of the constant sheaf coefficients, and the above calculation recovers the Brieskorn–
Pham result of Theorem 10.1.23 that the dimension of the vanishing cycles in degree
n− 1 (i.e., the Milnor number of the isolated singularity at the origin of xa1

1 + · · · +
x
an
n = 0) is

∏

i (ai − 1).

On Euler Characteristic Computations

Several results in this chapter concern the calculation of Euler characteristics of
hypersurfaces. As it will become clear from the considerations below, nearby and
vanishing cycles provide an ideal tool for such computations. For simplicity, in this
section we assume that the base ring A is a field.

Let f : X → D ⊂ C be a proper holomorphic map defined on a complex
analytic variety X. Then one has a distinguished triangle

i∗AX = AX0
−→ ψfAX −→ ϕfAX

[1]−→

and, by considering the associated long exact sequence in hypercohomology, one
obtains by (10.18) the following long exact sequence of A-vector spaces:

· · · −→ Hk(X0;A) −→ Hk(Xs;A) −→ H
k(X0;ϕfAX) −→ · · · (10.27)

for s ∈ D∗. Moreover, since the fibers of f are compact, it follows from
Corollary 7.3.1 that the corresponding Euler characteristics are well defined, and
one gets

χ(Xs) = χ(X0)+ χ(X0,ϕfAX), (10.28)

with

χ(X0,ϕfAX) := χ
(

H
∗(X0;ϕfAX)

)

.

Let us next assume that the fibers of f are complex algebraic varieties, like in
the situations considered below. Then χ(X0,ϕfAX) can be computed in terms of a
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stratification of X0, by using the additivity of Euler characteristic for constructible
complexes as in Chapter 7. More precisely, if X is nonsingular and S is a
stratification of X0 such that ϕfAX is S-constructible, then Theorem 7.3.6 and
Example 10.3.9 yield the following:

Lemma 10.3.19

χ(X0,ϕfAX) =
∑

S∈S
χ(S) ·μS , (10.29)

where

μS := χ
(

H∗(ϕf AX)xS
) = χ

(

˜H ∗(FxS ;A)
)

is the Euler characteristic of the reduced cohomology of the Milnor fiber FxS of f
at some point xS ∈ S.

Example 10.3.20 (Specialization Sequence) In the above notations, let us moreover
assume that X is nonsingular and the singular fiber X0 has only isolated singulari-
ties.

Assume that dimCX = n+ 1, and hence dimCX0 = n. Then, for x ∈ Sing(X0),
the corresponding Milnor fiber Fx  ∨

μx
Sn is up to homotopy a bouquet of n-

spheres, and the stalk calculation of Example 10.3.9 yields:

H
k(X0;ϕfAX) ∼=

⊕

x∈Sing(X0)

Hk(ϕf AX)x

∼=
⊕

x∈Sing(X0)

˜Hk(Fx;A)

=
{

0, k �= n,
⊕

x∈Sing(X0)
˜Hn(Fx;A), k = n.

Then the long exact sequence (10.27) becomes the following specialization
sequence:

0 −→ Hn(X0;A) −→ Hn(Xs;A) −→
⊕

x∈Sing(X0)

˜Hn(Fx;A)

−→ Hn+1(X0;A) −→ Hn+1(Xs;A) −→ 0,

for s ∈ D∗, together with isomorphisms

Hk(X0;A) ∼= Hk(Xs;A) , for k �= n, n+ 1.
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(For a generalization of this result to the case when X0 has an arbitrarily large
singular locus, see [61, Corollary 6.2.2].) Taking Euler characteristics, one gets for
s ∈ D∗ the identity:

χ(Xs) = χ(X0)+
∑

x∈Sing(X0)

χ(˜H ∗(Fx;A))

= χ(X0)+ (−1)n
∑

x∈Sing(X0)

μx

or, equivalently,

χ(X0) = χ(Xs)+ (−1)n+1
∑

x∈Sing(X0)

μx . (10.30)

10.4 Euler Characteristics of Complex Projective
Hypersurfaces

We begin our calculation of Euler characteristics of complex hypersurfaces with the
following well-known result:

Proposition 10.4.1 Let Y ⊂ CPn+1 be a degree d nonsingular complex projective
hypersurface defined by the homogeneous polynomial g : Cn+2 → C. Then the
Euler characteristic of Y depends only on its degree d and complex dimension n,
and it is given by the formula:

χ(Y ) = (n+ 2)− 1

d
{1+ (−1)n+1(d − 1)n+2}. (10.31)

Proof The affine cone ̂Y = {g = 0} ⊂ C
n+2 on Y has an isolated singularity at the

cone point 0 ∈ C
n+2. Since g is homogeneous, the local Milnor fibration of g at the

origin in C
n+2 is fiber homotopic equivalent to the global Milnor fibration

F = {g = 1} ↪→ C
n+2 −̂Y g−→ C

∗.

The associated Milnor fiber F of g at 0 ∈ C
n+2 is in this case a d-fold cover of

CPn+1 − Y . So

χ(F ) = d · χ(CPn+1 − Y ) = d · (χ(CPn+1)− χ(Y )). (10.32)

On the other hand, since the diffeomorphism type of a nonsingular complex
projective hypersurface is determined only by its degree and dimension (see
Proposition 10.2.1), one can assume that g is defined by the degree d homogeneous
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polynomial: g = ∑n+2
i=1 x

d
i . Since the Milnor number, hence also the Euler

characteristic of the associated Milnor fiber F are very easy to compute in this
case (see, e.g., (10.2)), one gets by (10.32) the desired expression for the Euler
characteristic of Y as a function of n and d. ��

Proposition 10.4.1, coupled with the theory of nearby and vanishing cycles,
yields the following:

Proposition 10.4.2 Let V = {k = 0} ⊂ CPn+1 be a degree d hypersurface with
only isolated singularities. Then the Euler characteristic χ(V ) of V is computed by
the formula:

χ(V ) = (n+ 2)− 1

d
{1+ (−1)n+1(d − 1)n+2}+ (−1)n+1

∑

x∈Sing(V )

μx . (10.33)

Proof The strategy is to define a family of complex projective hypersurfaces with
singular fiber V , and generic fiber Y a smooth degree d projective hypersurface as
in Proposition 10.4.1, then make use of formula (10.30).

Let

ks := k + s�d ,

where {� = 0} is a generic hyperplane in CPn+1, and set Xs = {ks = 0}. This
defines a family

X :=
⋃

s

{s} ×Xs ⊂ CP 1 ×CPn+1.

Note that X is an (n + 1)-dimensional complex manifold with a projection f :
X → CP 1. Restricting f to a small disc near 0 ∈ C yields a proper family f
with algebraic fibers, with X0 = V and Xs = f−1(s) ∼= Y for s �= 0, where
Y is a smooth degree d complex projective hypersurface. The desired formula
follows now from (10.30), which computes χ(V ) as a function of χ(Y ) (as seen
in Proposition 10.4.1, χ(Y ) depends only on n and d) and the Milnor numbers
{μx}x∈Sing(V ) at the singular points of V . ��

In the case of complex projective hypersurfaces with arbitrarily large singular-
ities, the base locus of the pencil ks of hypersurfaces defined in the proof of the
above result may have singularities, so additional care is needed. One may proceed
as follows, see [61, Example 6.2.6(iii)]. Let Sd be the set of homogeneous degree d
polynomials in x0, x1, . . . , xn+1. Let

π : Xd → Sd

be the universal family of degree d complex projective hypersurfaces in CPn+1, so
the fiber over f ∈ Sd is the projective hypersurface Xf := {f = 0} ⊂ CPn+1.
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Let Dd be the discriminant of π , i.e., the set of degree d homogeneous polynomials
corresponding to singular hypersurfaces. The discriminant Dd is a hypersurface in
Sd . Let C be a nonsingular curve in Sd that meets Dd only at f ∈ Dd . Restricting
π over C yields a family X of nonsingular hypersurfaces degenerating to Xf , and
the proper projection map π : X→ C has algebraic fibers: for f ′ �= f , f ′ ∈ C, the
fiber of π over f ′ is the nonsingular degree d complex projective hypersurface Xf ′ ,
while Xf is the (singular) fiber of π : X→ C over f . Moreover, the total space X
of the deformation is nonsingular. Therefore, (10.28) yields:

χ(Xf ′)− χ(Xf ) = χ(Xf ,ϕπAX). (10.34)

As seen in Proposition 10.4.1, the Euler characteristic χ(Xf ′) of the nonsingular
hypersurface Xf ′ can be expressed only in terms of its degree and dimension,
whereas the term χ(Xf ,ϕπAX) on the right-hand side of (10.34) can be computed
in terms of a stratification of Xf and the Milnor fibers of π : X → C, as in
Lemma 10.3.19.

The disadvantage of the above computational method is that (except for the
case when the hypersurface has at most isolated singularities), the Milnor fiber
information is computed in the deformation space X.

We conclude this section with a more general approach to computing Euler
characteristics of very ample divisors on complex projective manifolds, which in
particular also applies to complex projective hypersurfaces in CPn+1 with arbitrary
singularities.

Let Z be a nonsingular complex projective variety, and let L be a very ample
line bundle on Z. Let f ∈ H 0(Z;L) be a holomorphic section of L, with V =
{f = 0} the hypersurface in Z defined by f . In order to simplify the statement of
Theorem 10.4.4 below, let χ(Z|L) denote the Euler characteristic of the zero set of
a sufficiently general section of L. Let g ∈ H 0(Z;L) be a section of L whose zero
setW = {g = 0} is a nonsingular hypersurface in Z that is transverse to the strata of
a Whitney stratification of Z compatible with V . For s ∈ CP 1, consider the pencil
of hypersurfaces in Z defined by

ks = f − s · g,

with Xs := {ks = 0}. In particular, V = X0 and W = X∞. Consider the incidence
variety

X := {(s, z) ∈ CP 1 ×Z | z ∈ Xs},

and note that X is just the blowup of Z along the pencil base locus V ∩W . Let
π : X→ CP 1 be the projection map, hence Xs = π−1(s) for every s ∈ CP 1. Let

h = f /g : Z−W ⊂ X −→ C,
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with h−1(0) = V −W . Note that h = π∗s, with s the affine coordinate on C ⊂ CP 1.
If z /∈ V ∩W (hence g(z) �= 0), then in a neighborhood of z one can describe Xs as

{z | ks(z) = 0} = {z | h(z) = s},

hence in a neighborhood of z, Xs (s �= 0) can be identified with the Milnor fiber of
h at z. Note that h also defines V in a neighborhood of z /∈ V ∩W . Since the Milnor
fiber of a complex hypersurface singularity germ does not depend on the choice of
a local equation (Remark 10.1.16), one can freely use h or a local representative of
f when considering Milnor fibers at points z /∈ V ∩W .

The key technical result in the above setup asserts that the projection map on the
incidence variety does not acquire vanishing cycles along the base locus V ∩W , i.e.,
the following holds:

Lemma 10.4.3 In the above notations,

ϕπ∗sQX
|V∩W  0, (10.35)

with s denoting the inhomogeneous coordinate of CP 1. Equivalently,

ψπ∗sQX
|V∩W  Q

V∩W . (10.36)

The vanishing property (10.35) follows from [194, Proposition 5.1], where the
contractibility of the Milnor fiber at a point in V ∩W is obtained by integrating a
controlled vector field as in [179]. A sheaf-theoretic proof of Lemma 10.4.3 was
given in [165, Proposition 4.1] by using an embedded resolution of V .

Let us denote by j : V −W ↪→ V the inclusion map. Lemma 10.4.3 and the
discussion preceding it yield the following quasi-isomorphism:

ϕπ∗sQX
 j!ϕhQZ−W . (10.37)

Applying (10.28) to the function π∗s, and using (10.37), one gets that (recall that
V = X0)

χ(Xs) = χ(X0)+ χ(X0,ϕπ∗sQX
)

= χ(X0)+ χ(X0, j!ϕhQZ−W)

= χ(V )+ χ(V −W ,ϕhQZ−W),

(10.38)

where the last identity uses Corollary 7.12. In particular, as in Lemma 10.3.19 and
using the fact already mentioned above that the Milnor fibration of a hypersurface
singularity germ does not depend on the choice of a local equation for the germ, one
gets from (10.38) the following result (see also [193, Proposition 7]):
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Theorem 10.4.4 Let L be a very ample complex line bundle over the complex
projective manifold Z. Assume that the hypersurface V in Z is the zero set of a
holomorphic section f ∈ H 0(Z;L), and let g ∈ H 0(Z;L) be a section of L so that
its zero set W is nonsingular and transverse to a Whitney stratification S of V . Then

χ(Z|L)− χ(V ) =
∑

S∈S
χ(S −W) ·μS , (10.39)

where

μS := χ
(

˜H ∗(FxS ;Q)
)

is the Euler characteristic of the reduced cohomology of the Milnor fiber FxS of V
at some point xS ∈ S.

Remark 10.4.5 In practice, one may use W to compute the generic Euler character-
istic χ(Z|L), as general sections of L have the same topology. In particular, in the
notations of Theorem 10.4.4 formula (10.39) can be restated as follows:

χ(V ) = χ(W)−
∑

S∈S
χ(S −W) ·μS . (10.40)

Exercise 10.4.6 Apply Theorem 10.4.4 in the context of a complex projective
hypersurface with only isolated singularities, and deduce formula (10.33) as a
special case of (10.39).

Remark 10.4.7 Formula (10.39) has been generalized to the case of global complete
intersections in [165], also in the context of Hodge-theoretic characteristic classes
that encode the complexity of singularities. A new formula for the Euler character-
istics of complex projective hypersurfaces has been recently obtained in [168], by
using iterated hyperplane sections. For a recent application of formula (10.40) to
the triangulation problem in computer vision, see [166]. For further applications to
applied algebra and algebraic statistics, see [169].

10.5 Generalized Riemann–Hurwitz-Type Formulae

In this section, we use the nearby and vanishing cycle functors to discuss generalized
Riemann–Hurwitz-type formulae. We assume that the base ring A is a field.

Recall that ifX is a finite CW complex and π : Y → X is a d-fold covering map,
then

χ(Y ) = d · χ(X). (10.41)
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Say now that X and Y are nonsingular complex projective curves, and π : Y →
X is a branched covering, i.e., π is a covering away from a finite set of points
(called the branching set), near which π looks like π(z) = zk , where k is called
the branching index at a branch point. Then one has the following (see [111] or [91,
Pages 216–219]):

Theorem 10.5.1 (Riemann–Hurwitz Formula) If π : Y → X is a degree d
branched covering of nonsingular complex projective curves, then

χ(Y ) = d · χ(X)−
∑

y∈Y
(ey − 1),

where ey is the branching index of π at y ∈ Y .

Let us next consider fibrations in place of coverings. First, the following
generalization of (10.41) holds:

Proposition 10.5.2 If π : Y → X is a locally trivial fibration with fiber F , so that
F and X are finite dimensional CW complexes, then

χ(Y ) = χ(X) · χ(F ).

Proof First, recall from Exercise 4.2.15 that if A is a field and L is a rank r A-local
system on a finite CW complex X, then

χ(X,L) :=
∑

i

(−1)i dimHi(X;L) = χ(X) · r .

Secondly, since π is a fibration, the cohomology of the total space Y is computed
by the Leray spectral sequence for π , that is,

E
p,q
2 = Hp(X;Rqπ∗AY ) !⇒ Hp+q(Y ;A),

with Rqπ∗AY the local system on X with stalk Hq(F ;A). It follows that Hj(Y ;A)
is finite dimensional for all j , so χ(Y ) is well defined. Moreover, one has the
following sequence of equalities:

χ(Y ) = χ(E∞) = . . . = χ(E2)

=
∑

p,q

(−1)p+q dimE
p,q
2

=
∑

p,q

(−1)p+q dimHp(X;Rqπ∗AY )

=
∑

q

(−1)q
(

∑

p

(−1)p dimHp(X;Rqπ∗AY )
)
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=
∑

q

(−1)q χ(X,Rqπ∗AY )

=
∑

q

(−1)q χ(X) · bq(F )

= χ(X) · χ(F ) .

��
The following result can be regarded as a generalization of the Riemann–Hurwitz

formula (see [112] and [61, Corollary 6.2.5]):

Theorem 10.5.3 (Iversen’s Formula) Let f : X → C be a proper holomorphic
map from an (n+ 1)-dimensional complex analytic space X onto a curve. Let B ⊂
C be the finite bifurcation set of f , i.e., f is a topologically locally trivial fibration
over C∗ := C −B. Then for an arbitrary c ∈ C∗, the following formula holds:

χ(X) = χ(C) · χ(Xc)−
∑

b∈B
χ(Xb,ϕf−bAX), (10.42)

with Xc, Xb denoting the fibers of f over c ∈ C∗ and b ∈ B, respectively.

Proof From the fibration X− f−1(B)→ C∗, one gets by Proposition 10.5.2 that

χ(X)− χ(f−1(B)) = χ(X− f−1(B))

= χ(C∗) · χ(Xc)
= (χ(C)− χ(B)) · χ(Xc),

where c ∈ C∗. Here, one uses again the fact that for complex algebraic/analytic
variety, the Euler characteristic χ is additive, i.e., χ(X) = χ(Z)+ χ(X\Z), for Z
a closed subvariety of X. Therefore,

χ(X) = χ(C) · χ(Xc)+
∑

b∈B
χ(f−1(b))− χ(B) · χ(Xc)

= χ(C) · χ(Xc)+
∑

b∈B

(

χ(Xb)− χ(Xc)
)

= χ(C) · χ(Xc)−
∑

b∈B
χ(Xb,ϕf−bAX),

where the last equality follows from (10.28). ��
Remark 10.5.4 If the fibers of f are algebraic varieties, then each term
χ(Xb,ϕf−bAX) of (10.42) can be computed in terms of a stratification of Xb
as in Lemma 10.3.19.
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Example 10.5.5 (Isolated Singularities) In the setting of Theorem 10.5.3, assume
moreover that X is nonsingular, and f has only isolated singularities (i.e., each
singular fiber Xb∈B has only isolated singularities). Then ϕf−bAX has support on
Sing(Xb), so

χ(Xb,ϕf−bAX) = χ(Sing(Xb),ϕf−bAX)

=
∑

x∈Sing(Xb)

χ
(

H∗(ϕf−bAX)x
)

=
∑

x∈Sing(Xb)

χ
(

˜H ∗(Fx;A)
)

= (−1)n
∑

x∈Sing(Xb)

μx ,

where Fx and μx denote the corresponding Milnor fiber and, resp., Milnor number
at the singular point x. Thus, in this case, Iversen’s formula (10.42) becomes:

χ(X) = χ(C) · χ(Xc)− (−1)n
∑

b∈B

∑

x∈Sing(Xb)

μx

= χ(C) · χ(Xc)+ (−1)n+1
∑

x∈Sing(f )

μx .

Remark 10.5.6 For other generalizations of Proposition 10.5.2 to the stratified
context, the reader may also consult [32, 33, 34].

10.6 Homological Connectivity of Milnor Fiber and Link of
Hypersurface Singularity Germs

In this section, we indicate some immediate applications of the perverse nearby and
vanishing cycles to the study of local topology of singularity germs; see [61, Section
6.1] and [154] for more such results.

Consider first the classical case of the Milnor fiber of a non-constant analytic
function germ f : (Cn+1, 0) → (C, 0). Denote the Milnor fiber of the singularity
at the origin in X0 = f−1(0) by F0, and let K be the corresponding link. The
following result is a homological version of some of the statements contained in
Theorem 10.1.1:

Proposition 10.6.1

(i) If r = dimC Sing(f ), then

˜Hk(F0;A) = 0
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for any base ring A and for k /∈ [n− r , n]. (Here we use the convention that
dimC ∅ = −1.)

(ii) The link K is homologically (n− 2)-connected, i.e.,

˜Hi(K;Z) = 0

for every integer i ≤ n− 2.

Proof For (i), note that since AX[n + 1] is a perverse sheaf on X = C
n+1,

it follows that pϕf (AX[n + 1]) is a perverse sheaf on X0. Furthermore, since
supp(pϕf (AX[n + 1])) ⊆ Sing(f ), Corollary 8.2.10 yields that pϕf (AX[n +
1])|Sing(f ) is a perverse sheaf on Sing(f ). Since r = dimC Sing(f ), the support
condition for perverse sheaves yields that

Hq(pϕf (AX[n+ 1])|Sing(f ))0 = 0

for q /∈ [−r , 0] (cf. Exercise 8.3.5). But since

Hq(pϕf (AX[n+ 1])|Sing(f ))0 = Hq(pϕf (AX[n+ 1]))0,

this implies that

Hq(pϕf (AX[n+ 1]))0 = 0

for q /∈ [−r , 0]. The assertion follows now from the stalk identification of
Example 10.3.9, namely:

Hq(pϕf (AX[n+ 1]))0 = Hq+n(ϕf (AX))0 = ˜Hq+n(F0;A).

For (ii), by using Universal Coefficients formulae, it suffices to prove the
assertion for coefficients in a field A. Recall that the link K is represented as the
intersection X0 ∩ S, where S is a small (2n+ 1)-dimensional sphere centered at the
origin in C

n+1. Then Alexander duality (Proposition 5.5.3) yields the isomorphism:

Hi(K;A) ∼= H 2n+1−i (S, S −K;A)∨. (10.43)

On the other hand, by the local conical structure of analytic sets, we have that

Hj(S −K;A) = Hj(B −X0;A) = 0 (10.44)

for all j > n+ 1, where B is the open ball bounded by S and for the vanishing one
uses the fact that B −X0 is a Stein manifold of complex dimension n+ 1 (see the
discussion from Remark 8.6.10 and the references therein). The assertion follows
now from (10.43) and (10.44), by using the long exact sequence for the cohomology
of a pair. ��
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In fact, the proof of Proposition 10.6.1(i) yields the following more general
result:

Proposition 10.6.2 Let (X, 0) be an (n+ 1)-dimensional complex singularity germ
such that AX[n + 1] is a perverse sheaf on X (e.g., X is a local complete
intersection), and let X be a Whitney stratification of X. Let f : (X, 0)→ (C, 0) be
an analytic function germ with r = dim0 SingX(f ), the dimension at the origin of
the stratified singular locus of f . Then

˜Hk(F0;A) = 0

for any base ring A and for k /∈ [n− r , n], where F0 denotes the Milnor fiber of f
at the origin.

The complex link of a singularity plays an important role in the study of the
topology of singular spaces, especially in the stratified Morse theory of Goresky–
MacPherson [85]. If (X, 0) is a singularity germ, and we choose an embedding
of (X, 0) into a smooth germ (CN , 0), the complex link L(X, 0) of (X, 0) is the
Milnor fiber of the restriction �|X : (X, 0) → (C, 0) of a generic linear form �

on C
N . If X is a Whitney stratification of X, the generic choice of � ensures that

r = dim0 SingX(�|X) = 0. The topological type of the complex link depends only
on the stratum containing the singularity and is independent of all other choices (see
[85, Section 2.3]). Then Proposition 10.6.2 yields the following:

Corollary 10.6.3 If (X, 0) is an (n + 1)-dimensional complex singularity germ
such that AX[n + 1] is a perverse sheaf on X (e.g., X is a local complete
intersection), then

˜Hk(L(X, 0);A) = 0

for all k �= n and any base ring A.

10.7 Canonical and Variation Morphisms

In this section, we introduce some new terminology that plays an important role in
Saito’s theory of mixed Hodge modules of the next chapter. Here we assume that
A = Q.

Let f be a non-constant holomorphic function on a complex analytic space X,
with corresponding nearby and vanishing cycle functorsψf , ϕf , respectively. Recall
that these two functors come equipped with monodromy automorphisms, both of
which are denoted here by h.1 The morphism

1The use of the same symbol h for both monodromy automorphisms acting on the nearby and, resp.,
vanishing cycle functors is not optimal, but it seems to be widely accepted in standard references
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can : ψfF• −→ ϕfF
•

of (10.19) is called the canonical morphism, and it is compatible with monodromy.
There is a similar distinguished triangle associated to the variation morphism,
namely:

ϕfF
• var−→ ψfF

• −→ i![2]F• [1]−→

The variation morphism

var : ϕfF• → ψfF
•

is heuristically defined by the cone of the pair of morphisms:

(0,h− 1) : [i∗F• → ψfF
•] −→ [0 → ψfF

•].

(See [122, pp. 351–352] for a formal definition.) Moreover, in the above notations,
the following important result holds:

Proposition 10.7.1

can ◦ var = h− 1, var ◦ can = h− 1. (10.45)

The monodromy automorphisms acting on the nearby and vanishing cycle
functors have Jordan decompositions

h = hu ◦ hs = hs ◦ hu,

where hs is semi-simple (and locally of finite order) and hu is unipotent.
For λ ∈ Q and F• ∈ Db

c (X) a (shift of a) perverse sheaf, define

ψf ,λF
• := Ker (hs − λ · id)

and similarly for ϕf ,λF
•; these are well-defined (shifted) perverse sheaves since

Perv(X) is an abelian category. By the definition of vanishing cycles, the canonical
morphism can induces morphisms

can : ψf ,λF
• −→ ϕf ,λF

•,

which are isomorphisms for λ �= 1, and there is a distinguished triangle

such as [122] or [214]. Nevertheless, it should be clear from the context which operator one refers
to.
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i∗F• sp−→ ψf ,1F
• can−→ ϕf ,1F

• [1]−→ . (10.46)

If A = C, there are decompositions

ψfF
• =

⊕

λ

ψf ,λF
•, ϕfF

• =
⊕

λ

ϕf ,λF
•.

To better illustrate the meaning of the above decompositions, let us also mention
that if X is nonsingular then:

Hk(ψf ,λCX)x
∼= Hk(Fx;C)λ, Hk(ϕf ,λCX)x

∼= ˜Hk(Fx;C)λ,

where the right-hand side denotes the λ-eigenspace of the monodromy acting on the
(reduced) Milnor fiber cohomology.

In general, there are decompositions

ψf = ψf ,1 ⊕ψf ,�=1 and ϕf = ϕf ,1 ⊕ ϕf ,�=1 (10.47)

so that hs = 1 on ψf ,1 and ϕf ,1, and hs has no 1-eigenspace on ψf ,�=1 and ϕf ,�=1.
Moreover, can : ψf ,�=1 → ϕf ,�=1 and var : ϕf ,�=1 → ψf ,�=1 are isomorphisms.

It is technically convenient to define a modification Var of the variation morphism
var as follows. Let

N := log(hu),

and define the morphism

Var : ϕfF• −→ ψfF
• (10.48)

by the cone of the pair (0,N), see [205]. Then one has that

can ◦ Var = N , Var ◦ can = N ,

and there is a distinguished triangle:

ϕf ,1F
• Var−→ψf ,1F

• −→ i![2]F• [1]−→ . (10.49)

The morphism Var is used in the following semi-simplicity criterion for perverse
sheaves that has been used by M. Saito in his proof of the decomposition theorem
(see [205, Lemma 5.1.4], [208, (1.6)]):

Proposition 10.7.2 Let X be a complex manifold and let F• be a perverse sheaf on
X. Then the following conditions are equivalent:
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(a) In the category Perv(X), one has a splitting

pϕg,1(F
•) = Ker

(

Var : pϕg,1(F
•)→ pψg,1(F

•)
)

⊕ Image
(

can : pψg,1(F
•)→ pϕg,1(F

•)
)

for every locally defined holomorphic function g on X.
(b) F• can be written canonically as a direct sum of twisted intersection cohomol-

ogy complexes.



Chapter 11
Overview of Saito’s Mixed Hodge
Modules, and Immediate Applications

In this chapter, we give a brief overview of Morihiko Saito’s theory of mixed Hodge
modules, and explain some immediate applications of this deep theory. Mixed
Hodge modules are extensions in the singular context of variations of mixed Hodge
structures, and can be regarded, informally, as sheaves of mixed Hodge structures.

For complete details on this theory, the reader is advised to consult [205, 207];
see also [206] and [210] for an introduction.

11.1 Classical Hodge Theory

We begin with a short review of concepts and results from classical mixed Hodge
theory, due to Deligne [55, 56]; see also the book [195] for a comprehensive
reference.

Definition 11.1.1 Let H be a finite dimensional Q-vector space with complexifi-
cation HC := H ⊗ C. A pure Hodge structure of weight k on H is a direct sum
decomposition (called Hodge decomposition)

HC =
⊕

p+q=k
Hp,q

such that Hq,p = Hp,q . (Here, · denotes the complex conjugation.) The numbers

hp,q(H) := dimCH
p,q

are called the Hodge numbers of the Hodge structure H .

Remark 11.1.2 To a weight k pure Hodge structure H , one associates a decreasing
Hodge filtration F � on HC by setting
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Fp =
⊕

s≥p
Hs,k−s .

Conversely, a decreasing filtration F � on HC with the property that Fp ∩ Fq = 0 if
p+ q = k + 1, defines a weight k pure Hodge structure on H by setting

Hp,q = Fp ∩ Fq .

Example 11.1.3 If X is a nonsingular complex projective variety, then Hk(X;Q)
has a pure Hodge structure of weight k, with

Hp,q ∼= Hq(X;�pX).

This fact imposes severe restrictions on the topology of X. For example, the
odd Betti numbers of X are even: indeed, the Hodge numbers hp,q(X) :=
dimCH

q(X;�pX) of X are symmetric, i.e., hp,q = hq,p. Moreover, important
topological invariants ofX, such as the signature, can be entirely expressed in terms
of the Hodge numbers of X. Indeed, in this context, the Hirzebruch polynomial
χy(X) of Example 3.2.5 can be written as:

χy(X) :=
∑

p,q

(−1)qhp,q(X) · yp,

and the important Hodge index theorem (see [106] and [102, Theorem 15.8.2])
shows that, if dimCX is even, the signature σ(X) of X can be computed from the
Hodge numbers of X as follows:

σ(X) = χ1(X) =
∑

p,q

(−1)qhp,q(X). (11.1)

Note also that Hk(X;Q) ∼= Hk(X;Q)∨ gets an induced Hodge structure of
weight −k. Moreover, one gets a Hodge structure of weight k + � on Hk(X;Q)⊗
H�(X;Q) by declaring that Hp,q ⊗ Hr ,s has type (p + r , q + s). Similarly, one
has a Hodge structure of weight k − � on Hk(X;Q)⊗H�(X;Q). These play an
important role in the context of cup and cap product of Example 11.1.8 below.

Definition 11.1.4 The r-th Tate twist H(r) of a weight k pure Hodge structure H
is the weight k− 2r pure Hodge structure withH(r) = H and with Hodge filtration
FpH(r)C := Fp+rHC. In particular,

H(r)p,q = Hp+r ,q+r .

Definition 11.1.5 If H and H ′ are pure Hodge structures of the same weight k, a
linear map h : H → H ′ is called a morphism of pure Hodge structures if hC =
h⊗ idC : HC → H ′

C
satisfies
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hC(F
pHC) ⊂ FpH ′

C

for all p.

Remark 11.1.6 If h : H → H ′ is a morphism of pure Hodge structures, then the
rational vector spaces Ker h, Image h, and Coker h have canonically induced pure
Hodge structures of the same weight.

Example 11.1.7 If f : X → Y is an algebraic map between nonsingular complex
projective varieties, the induced morphism

f ∗ : Hk(Y ;Q)→ Hk(X;Q)

is a morphism of pure Hodge structures of weight k.

Example 11.1.8 If X is a nonsingular complex projective variety, it follows from
Example 11.1.3 that the cup product map

Hk(X;Q)⊗H�(X;Q) −→ Hk+�(X;Q)

is a morphism of pure Hodge structures of weight k + �. Similarly, the cap product
map

Hk(X;Q)⊗H�(X;Q) −→ H�−k(X;Q)

is a morphism of pure Hodge structures of weight k − �.
Proposition 11.1.9 If X is a nonsingular irreducible complex projective variety of
complex dimension n, the Poincaré duality isomorphism

H 2n−k(X;Q)(n) ∼=−→ Hk(X;Q)

is an isomorphism of pure Hodge structures of weight −k.

Proposition 11.1.10 If h : H → H ′ is a morphism of pure Hodge structures, then
hC is strictly compatible with the Hodge filtrations, i.e.,

hC(F
pHC) = FpH ′

C
∩ Image hC

for all p.

Proposition 11.1.11 The category Hs of pure Hodge structures is an abelian
category.

If H is a pure Hodge structure, the Weil operator C : HC → HC is defined by
C(x) = ip−qx for every x ∈ Hp,q .
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Definition 11.1.12 A polarization of a weight k pure Hodge structure is a bilinear
form

S : H ⊗H → Q

that is (−1)k-symmetric and such that

(i) the orthogonal complement of Fp is Fk−p+1,
(ii) the hermitian form on HC given by S(Cx, y) is positive-definite, i.e., for every

0 �= x ∈ Hp,q ,

(−1)kip−qS(x, x) > 0.

A Hodge structure that admits a polarization is said to be polarizable.

Example 11.1.13 The cohomology groups of nonsingular complex projective vari-
eties are endowed with polarizable Hodge structures.

Definition 11.1.14 A mixed Hodge structure is a finite dimensional Q-vector space
H endowed with an increasing weight filtration W�, and a decreasing Hodge
filtration F � on HC, so that (grWk H ,F �), with the induced Hodge filtration on
(grWk H)C (denoted again by F �), is a pure Hodge structure of weight k, for every
k ∈ Z. To a mixed Hodge structure (H ,W�,F �) one associates (mixed) Hodge
numbers hp,q(H) by the formula

hp,q(H) = dimC gr
p
F gr

W
p+qHC.

A mixed Hodge structure is said to be (graded) polarizable if the pure Hodge
structures (grWk H ,F �) are polarizable.

Definition 11.1.15 The r-th Tate twist H(r) of a mixed Hodge structure
(H ,W�,F �) is defined by setting H(r) = H , WkH(r) = Wk+2rH , and
FpH(r)C = Fp+rHC, for all integers k,p. In particular,

hp,q(H(r)) = hp+r ,q+r (H).

Definition 11.1.16 A linear map h : H → H ′ between two mixed Hodge structures
is called a morphism of mixed Hodge structures if h is compatible with both
filtrations, i.e.,

h(WkH) ⊂ WkH
′ for all k,

hC(F
pHC) ⊂ FpH ′

C
for all p.

The following generalization of Proposition 11.1.10 holds:
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Proposition 11.1.17 If h : H → H ′ is a mixed Hodge structure morphism, then h
is strictly compatible with both the weight and the Hodge filtration, that is,

h(WkH) = WkH
′ ∩ Image h

for all k, and

hC(F
pHC) = FpH ′

C
∩ Image hC

for all p.

Moreover, one has:

Proposition 11.1.18 The category mHs of mixed Hodge structure is abelian. The
functors grWk and grpF are exact.

A fundamental result of Deligne shows that the rational cohomology groups of
complex algebraic varieties carry canonical mixed Hodge structures. More precisely,
one has the following:

Theorem 11.1.19 (Deligne) Let X be a complex algebraic variety. Then there is a
canonical mixed Hodge structure on H ∗(X;Q) such that the following properties
hold for every integer k ≥ 0:

(i) The weight filtration W� on Hk(X;Q) satisfies

0 = W−1 ⊆ W0 ⊆ · · · ⊆ W2k = Hk(X;Q).

For k ≥ n = dimCX, one also has that W2n = · · · = W2k .
(ii) The Hodge filtration F � on Hk(X;C) satisfies

Hk(X;C) = F 0 ⊇ · · · ⊇ Fk+1 = 0.

For k ≥ n = dimCX, one also has that Fn+1 = 0.
(iii) If X is nonsingular, then

Wk−1H
k(X;Q) = 0,

i.e., all weights on Hk(X;Q) are ≥ k. Moreover,

WkH
k(X;Q) = j∗Hk(X;Q)

for every compactification j : X ↪→ X of X.
(iv) If X is a projective variety, then

WkH
k(X;Q) = Hk(X;Q),
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i.e., all weights on Hk(X;Q) are ≤ k. Moreover,

Wk−1H
k(X;Q) = Ker π∗

for every proper map π : ˜X→ X with ˜X nonsingular.
(v) The assignment X �→ Hk(X;Q) is functorial, in the sense that every

morphism f : X → Y of complex algebraic varieties induces a mixed Hodge
structure morphism f ∗ : Hk(Y ;Q)→ Hk(X;Q).

Remark 11.1.20 If X is a nonsingular complex projective variety, then (iii) and (iv)
yield that Hk(X;Q) is a pure weight k Hodge structure, a fact already mentioned in
Example 11.1.3. The assertion still holds if X is a rational homology manifold, by
making use of (iv) and Poincaré duality (Proposition 11.1.9).

For completeness, we also include the following definition, which appears
naturally in the study of families of algebraic varieties.

Definition 11.1.21 Let X be a nonsingular complex algebraic variety. A variation
L of Hodge structures of weight k consists of the following data:

(a) a local system LQ of Q-vector spaces on X.
(b) a finite decreasing filtration F� of the holomorphic vector bundle V := L⊗Q

X

OX by holomorphic sub-bundles such that:

(i) for all x ∈ X, the filtration {Fp(x)}p ⊂ V(x) := LQ,x ⊗Q C defines a pure
Hodge structure of weight k on LQ,x .

(ii) the canonical connection ∇ : V → V⊗OX
�1
X whose sheaf of horizontal

sections is Ker ∇ = LC satisfies Griffiths transversality, i.e.,

∇(Fp) ⊂ Fp−1 ⊗�1
X.

Definition 11.1.22 A weight k variation of Hodge structure L is polarizable if there
is a duality pairing

S : L⊗L→ Q
X
(−k)

that on each fiber induces a polarization of the corresponding Hodge structure of
weight k.

Example 11.1.23 Let f : X → Y be a smooth projective morphism between
nonsingular complex algebraic varieties. By Ehreshmann’s theorem, f is a smooth
fibration, so the k-th higher direct image sheaf

L := Lk := Rkf∗QX
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is a local system on Y . For y ∈ Y , let Xy := f−1(y) be the fiber of f over y,

which is a nonsingular complex projective variety. Then
(

Rkf∗QX

)

y
= Hk(Xy;Q)

carries a Hodge structures of weight k, and L underlies a geometric variation of
Hodge structures of weight k. Indeed, in this case, one gets

V = L⊗Q
Y
OY  Rkf∗(�•X|Y ),

with �•X|Y the relative holomorphic de Rham complex (i.e., �pX|Y := �p�1
X|Y , for

�1
X|Y := �1

X/f ∗�1
Y ). The trivial (a.k.a. “stupid”) filtration on �•X|Y determines a

decreasing filtration Fp of V by holomorphic sub-bundles, with

gr
p

F

(

(Rp+qf∗QX
)⊗Q

Y
OY

)

 Rqf∗(�pX|Y )

inducing for all y ∈ Y the Hodge filtration on V(y) ∼= Hk(Xy;Q)⊗C. Moreover,
V gets an induced integrable Gauss–Manin connection ∇ : V → V⊗OY

�1
Y with

L  Ker∇ and∇ ◦∇ = 0, satisfying the Griffiths transversality condition∇(Fp) ⊂
Fp−1 ⊗OY

�1
Y , for all p.

One can similarly define the notion of a variation of mixed Hodge structures
L on a nonsingular complex algebraic variety, by asking in addition that the local
system LQ has an ascending filtration W� by locally constant subsheaves so that
each grWk LQ underlies a polarizable variation of weight k onX. For example, if f :
X → Y is a proper morphism of complex algebraic varieties, then the restrictions
of Rkf∗QX

to the strata in Y corresponding to a stratification of f are (geometric)
variations of mixed Hodge structures.

11.2 Mixed Hodge Modules

In the remainder of this chapter, the base ring A for sheaves is assumed to be the
rationals Q.

We recall that for a complex algebraic varietyX, the derived category of bounded
constructible complexes of sheaves of Q-vector spaces on X is denoted by Db

c (X),
and it contains as a full subcategory the category Perv(X) of perverse Q-complexes.
The Verdier duality functor DX is an involution on Db

c (X) preserving Perv(X).
Associated to a morphism f : X → Y of complex algebraic varieties, there are
pairs of adjoint functors (f ∗,Rf∗) and (Rf!, f !) between the respective categories
of constructible complexes, which are interchanged by Verdier duality.

M. Saito associated to a complex algebraic variety X an abelian category
MHM(X), the category of algebraic mixed Hodge modules on X, together with a
forgetful functor
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rat : DbMHM(X)→ Db
c (X)

such that rat(MHM(X)) ⊂ Perv(X) is faithful. For M• ∈ DbMHM(X), rat(M•) is
called the underlying rational complex of M•.

Since MHM(X) is an abelian category, the cohomology groups of every complex
M• ∈ DbMHM(X) are mixed Hodge modules. The usual truncation functors τ≤, τ≥
on DbMHM(X) correspond to the perverse truncations pτ≤, pτ≥ on Db

c (X), so the
underlying rational complexes of the cohomology groups of a complex of mixed
Hodge modules are the perverse cohomologies of the underlying rational complex,
that is,

rat(Hj (M•)) = pH
j
(rat(M•)). (11.2)

Exercise 11.2.1 Show that M•  0 in DbMHM(X) if, and only if, rat(M•)  0
in Db

c (X). (Hint: use the faithfulness of the forgetful functor rat : MHM(X) →
Perv(X).)

For a morphism f : X → Y of complex algebraic varieties, there are induced
functors f∗, f! : DbMHM(X) → DbMHM(Y ) and f ∗, f ! : DbMHM(Y ) →
DbMHM(X), which lift the analogous derived functors on the level of constructible
complexes. Moreover, if f is proper, then f! = f∗.

The Verdier duality functor DX lifts to MHM(X) as an involution (i.e., D2
X = id),

in the sense that it commutes with the forgetful functor:

rat ◦DX = DX ◦ rat . (11.3)

Moreover, for a morphism f : X → Y of complex algebraic varieties one has
DXf∗ = f!DX and DXf

∗ = f !DX.
Mixed Hodge modules are extensions in the singular context of variations of

mixed Hodge structures, and can be regarded, informally, as sheaves of mixed
Hodge structures. The precise definition of a mixed Hodge module is quite involved:
it uses regular holonomic D-modules, perverse sheaves, and the theory of nearby
and vanishing cycles. Since the actual definition of a regular holonomic D-module
does not play a special role for the purpose of these notes, we refer the reader
to [107] for a comprehensive reference on the theory of D-modules. Let us
just mention that the equivalence between local systems and flat vector bundles
on a complex manifold (cf. Remark 4.2.17) is replaced here by the Riemann–
Hilbert correspondence between perverse sheaves with C-coefficients and regular
holonomic D-modules. More precisely, if M is a D-module on a nonsingular n-
dimensional variety X (i.e., a left module over the sheaf of algebraic differential
operators DX), the de Rham complex of M is the C-linear complex:

DR(M) :=
[

M −→M⊗�1
X −→ · · · ,−→M⊗�nX

]

,
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placed in degrees −n, · · · , 0. If M is holonomic, then DR(M) is constructible and
it satisfies the axioms for a C-perverse sheaf on X. In fact, the Riemann–Hilbert
correspondence (cf. [118, 119, 172, 173]) establishes an equivalence between
the category of regular holonomic D-modules and the category of C-perverse
sheaves on X, defined via the functor M �→ DR(M). We should also mention
here that in the algebraic context the de Rham complex used for the Riemann–
Hilbert correspondence is the associated analytic de Rham complex in the classical
topology.

The objects of the category MHM(X) can be roughly described as follows. For
X nonsingular, MHM(X) is a full subcategory of the category of objects

((M,F�),K•,W�)

such that:

1. (M,F�) is an algebraic holonomic filtered D-module M on X, with an increas-
ing “Hodge” filtration F� by coherent algebraic OX-modules;

2. K• ∈ Perv(X) is the underlying rational sheaf complex, and there is a
quasi-isomorphism α : DR(M)  C ⊗ K• of C-perverse sheaves on X,
where DR denotes as above the (shifted) de Rham functor, placed in degrees
− dimCX, . . . , 0;

3. W� is a pair of increasing (weight) filtrations on M and K•, compatible with α.

For a singular variety X, one works with local embeddings into manifolds and
corresponding filteredD-modules with support onX. In addition, these objects have
to satisfy a long list of very complicated properties that are beyond the scope of these
notes. In the above notation, the functor rat is defined by

rat((M,F�),K•,W�) = K•.

It follows from the definition of mixed Hodge modules that every M ∈ MHM(X)
has a functorial increasing filtration W� in MHM(X), called the weight filtration of
M, so that the functor M → grWk M is exact. Moreover, every morphism of mixed
Hodge modules is strictly compatible with the weight filtrations.

Definition 11.2.2 A mixed Hodge module M ∈ MHM(X) is said to be pure of
weight k if grWi M = 0 for all i �= k.

Definition 11.2.3 A complex M• ∈ DbMHM(X) is mixed of weight ≤ k (resp.,
≥ k) if grWi H

jM• = 0 for all i > j + k (resp., i < j + k), and it is pure of weight
k if grWi H

jM• = 0 for all i �= j + k.

Proposition 11.2.4 If f is a map of algebraic varieties, then f! and f ∗ preserve
weight ≤ k, and f∗ and f ! preserve weight ≥ k. If M• ∈ DbMHM(X) is of weight
≤ k (resp. ≥ k), then HjM• has weight ≤ j + k (resp. ≥ j + k).
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Example 11.2.5 If M ∈ MHM(X) is pure of weight k and f : X → Y is proper,
then Hi(f∗M) is pure of weight i + k.

Example 11.2.6 If M• ∈ DbMHM(X) is pure and f : X → Y is proper, then
f∗M• = f!M• ∈ DbMHM(Y ) is pure, of the same weight.

In the context of mixed Hodge modules the intermediate extension for an open
inclusion j : U ↪→ X is defined as:

j!∗ := Image (H 0j! → H 0j∗) : MHM(U) −→ MHM(X).

The following statement is then an immediate consequence of Proposition 11.2.4:

Proposition 11.2.7 If j : U ↪→ X is a Zariski-open dense subset in X, the
intermediate extension j!∗ preserves the weights.

Proposition 11.2.8 For every M ∈ MHM(X), grWi M is a semi-simple object of
MHM(X).

Lemma 11.2.9 Exti (M•,N•) = 0 for M• of weight ≤ m and N• of weight ≥ n, if
m < n+ i.
Corollary 11.2.10 If M• is pure of weight n, there is a non-canonical isomorphism
in DbMHM(X):

M•  
⊕

j

HjM•[−j ].

Proof Consider the following distinguished triangle in DbMHM(X):

τ≤j−1M
• −→ τ≤jM• −→ τ≤jM•/τ≤j−1M

• [1]−→

and note that τ≤jM•/τ≤j−1M
•  HjM•[−j ]. Since M• has weight n, one

gets that τ≤jM• and grτjM
• := τ≤jM•/τ≤j−1M

• have weight n as well, since
Wk(τ≤jM•) = τ≤jWkM

• and similarly for grτjM
•. Since τ≤j−1M

•[1] has weight
n+ 1, one gets by Lemma 11.2.9 (or by strictness) that

Ext1(grτjM
•, τ≤j−1M

•) = Hom(grτjM
•, τ≤j−1M

•[1]) = 0,

and hence there is a non-canonical splitting

τ≤jM•  τ≤j−1M
• ⊕ grτjM•  τ≤j−1M

• ⊕HjM•[−j ].

The result follows now by induction. ��
As a consequence, one has the following:
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Theorem 11.2.11 If M• is pure and f : X→ Y is proper, there is a non-canonical
isomorphism in DbMHM(Y ):

f∗M•  
⊕

j

Hjf∗M•[−j ].

As it will be discussed below, Saito showed that the category of mixed Hodge
modules supported on a point, MHM(pt), coincides with the category mHsp of
(graded) polarizable rational mixed Hodge structures. (Here one has to switch the
increasing D-module filtration F� of the mixed Hodge module to the decreasing
Hodge filtration of the mixed Hodge structure by F � := F−�, so that grpF  grF−p.)
In this case, the functor rat associates to a mixed Hodge structure the underlying
rational vector space. By the identification MHM(pt)  mHsp, there exists a unique
Tate object Q

H (k) ∈ MHM(pt) such that rat(QH (k)) = Q(k), with Q(k) the
(trivial) mixed Hodge structure of type (−k,−k). For example,

Q
H = Q

H (0) = ((C,F�),Q,W�),

with grFi = 0 = grWi for all i �= 0, and α : C→ C⊗Q the obvious isomorphism.
For a complex algebraic variety X with a : X→ pt the map to a point, we define

Q
H
X
(k) := a∗QH (k) ∈ DbMHM(X),

with

rat(QH
X
(k)) = Q

X
(k).

So tensoring with Q
H
X
(k) defines the Tate twist operation ·(k) on mixed Hodge

modules. To simplify the notations, we let QH
X
:= Q

H
X
(0). If X is nonsingular of

pure dimension n, then Q
X
[n] ∈ Perv(X) and Q

H
X
[n] ∈ MHM(X) is a single mixed

Hodge module (in degree 0), explicitly described by

Q
H
X
[n] = ((OX,F�),QX

[n],W�),

with grFi = 0 = grWi+n for all i �= 0. So if X is nonsingular of complex dimension
n, then Q

H
X
[n] is a pure mixed Hodge module of weight n. By the stability of the

intermediate extension functor, this shows that if X is a complex algebraic variety
of pure dimension n and j : U ↪→ Z is the inclusion of a nonsingular Zariski-open
dense subset, then the intersection cohomology module

ICHX := j!∗(QH
U
[n])
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is pure of weight n, with underlying perverse sheaf rat(ICHX ) = ICX. Note also
that since ICX is Verdier self-dual as a perverse sheaf, there is a corresponding
isomorphism of mixed Hodge modules:

DXIC
H
X  ICHX (n). (11.4)

Remark 11.2.12 The BBDG decomposition theorem can now be deduced (after
taking rat) by applying Theorem 11.2.11 to the pure object M• = ICX.

Definition 11.2.13 We say that M ∈ MHM(X) is supported on Z if and only if
rat(M) is supported onZ. We say that M has strict support Z if M has no sub-object
and no quotient object supported in a proper subvariety of Z and supp(rat(M)) = Z.

The pure objects in Saito’s theory are the polarized Hodge modules. The category
HM(X, k)p of polarizable Hodge modules onX of weight k is a semi-simple abelian
category, in the sense that every polarizable Hodge module on X can be written in
a unique way as a direct sum of polarizable Hodge modules with strict support
in irreducible closed subvarieties of X. This is what is called the decomposition
by strict support of a pure Hodge module. If HMZ(X, k)p denotes the category of
pure Hodge modules of weight k and strict support Z, then HMZ(X, k)p depends
only on Z, and every M ∈ HMZ(X, k)p is generically a polarizable variation
of Hodge structures LU on a Zariski-open dense subset U ⊂ Z, with quasi-
unipotent monodromy at infinity. Conversely, any such polarizable variation of
Hodge structures can be extended uniquely to a pure Hodge module. In other words,
there is an equivalence of categories:

HMZ(X, k)p  VHSgen(Z, k − dim(Z))p, (11.5)

where the right-hand side is the category of polarizable variations of Hodge
structures of weight k − dim(Z) defined on non-empty nonsingular subvarieties of
Z, whose local monodromies are quasi-unipotent. Under this correspondence, if M
is a pure Hodge module with strict support Z, then rat(M) = ICZ(L), where L is
the corresponding variation of Hodge structures.

Let us now consider in more detail the following example:

Example 11.2.14 Let X be a complex algebraic manifold of pure complex dimen-
sion n, with L := (L,F �,W�) a good (i.e., admissible in the sense of Kashiwara
[120]1, with quasi-unipotent monodromy at infinity) variation of (rational) mixed
Hodge structures onX. Denote by V := L⊗Q

X
OX the flat bundle with its integrable

connection ∇ associated to the local system LC = L ⊗ C. Since L underlies a
variation of mixed Hodge structures, the bundle V comes equipped with its Hodge
(decreasing) filtration by holomorphic sub-bundles Fp, and these are required to
satisfy the Griffiths’ transversality condition

1Geometric variations of mixed Hodge structures are admissible, cf. [120].
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∇(Fp) ⊂ �1
X ⊗Fp−1.

(For the fact that V and the holomorphic sub-bundles Fp are indeed algebraic, see
[215, page 438].) The bundle V becomes a holonomic (left) D-module, with Hodge
filtration given by

Fp(V) := F−pV.

Note that there is a quasi-isomorphism α : DR(V)  L[n], where we use the shifted
de Rham complex

with V in degree −n, so that DR(V)  L[n] is a perverse sheaf on X. Moreover, α
is compatible with the induced filtration W� defined by

Wi(L[n]) := Wi−nL[n] and Wi(V) := (Wi−nL)⊗Q
X
OX .

This data defines a mixed Hodge module LH [n] on X, with rat(LH [n])  L[n].
Hence rat(LH [n])[−n] is a local system on X.

Remark 11.2.15 A pure polarizable variation of weight k with quasi-unipotent
monodromy at infinity yields a pure (polarizable) Hodge module of weight k+ n on
X.

If X is nonsingular and of pure complex dimension n, an object M ∈ MHM(X)
is called smooth if and only if rat(M)[−n] is a local system on X. By associating
to a good variation of mixed Hodge structures L = (L,F �,W�) on X the mixed
Hodge module LH [n] as in Example 11.2.14, one obtains an equivalence between
the category MHM(X)s of smooth mixed Hodge modules on X and good (i.e.,
admissible) variations of mixed Hodge structures on X, i.e., one has the following.

Theorem 11.2.16

MHM(X)s ∼= VMHS(X)ad

If X = pt is a point space, one obtains in particular an equivalence

MHM(pt) ∼= mHsp

between mixed Hodge modules over a point and the abelian category of (graded
polarizable) mixed Hodge structures.
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Note that, by the stability by the intermediate extension functor, it follows that
if X is a complex algebraic variety of pure dimension n and L is an admissible
variation of (pure) Hodge structures (of weight k) on a Zariski-open dense subset
U ⊂ X, then ICHX (L) is an algebraic mixed Hodge module (of pure weight k + n),
so that rat(ICHX (L)|U) = L[n].

We conclude this section with a brief discussion of the gluing procedure used by
M. Saito to construct his mixed Hodge modules.

Let g be a function on a nonsingular variety X, with Y = g−1(0)red and U =
X− Y . The functors pψg and pϕg acting on perverse sheaves lift to functors

ψH
g : MHM(X)→ MHM(Y ) and ϕHg : MHM(X)→ MHM(Y ).

More precisely,

rat ◦ψH
g = pψg ◦ rat and rat ◦ ϕHg = pφg ◦ rat . (11.6)

Moreover, the morphisms can, N , Var of Section 10.7 and decompositions pψg =
pψg,1⊕ pψg,�=1 (and similarly for pϕg) lift to the category of mixed Hodge modules.

Let X, g,Y ,U be given as in the previous paragraph. Let MHM(U ,Y )gl be the
category whose objects are (M′,M′′, u, v), with M′ ∈ MHM(U), M′′ ∈ MHM(Y ),
u ∈ Hom(ψH

g,1M
′,M′′), v ∈ Hom(M′′,ψH

g,1M
′(1)), and so that v ◦ u = N . Then

the following holds:

Theorem 11.2.17 There is an equivalence of categories

MHM(X) ∼= MHM(U ,Y )gl

defined by:

M �→ (M|U ,ϕHg,1, can, Var).

It follows that every object of MHM(X) can be constructed by induction on the
dimension of support by using Theorems 11.2.16 and 11.2.17.

We note in passing that if f : X → C is a non-constant regular function on the
complex algebraic variety X and Xc = f−1(c) is the fiber over c, then for each
x ∈ Xc one gets canonical mixed Hodge structures on the groups

Hj(Fx;Q) = rat
(

Hj(i∗xψH
f−cQH

X
[1])
)

and

˜Hj(Fx;Q) = rat
(

Hj(i∗xϕHf−cQH
X
[1])
)

,
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where Fx denotes the Milnor fiber of f at x ∈ Xc, and ix : {x} ↪→ Xc is the
inclusion of the point. Similarly, one obtains in this way the limit mixed Hodge
structure on

H
j (Xc;ψf−cQX

) = rat
(

Hj(a∗ψH
f−cQH

X
[1])
)

with a : Xc → {c} the constant map.

Remark 11.2.18 A mixed Hodge module version of the Thom–Sebastiani theorem
(Theorem 10.3.16) for vanishing cycles has been obtained by M. Saito in an
unpublished preprint (see also [167]).

11.3 Hodge Theory on Intersection Cohomology Groups

In this section, we explain how to use Saito’s mixed Hodge module theory
to construct mixed Hodge structures on the intersection cohomology groups of
complex algebraic varieties and, resp., of links of closed subvarieties. We also verify
that the generalized Poincaré duality isomorphism is compatible with these mixed
Hodge structures.

We start by noting that a graded polarizable mixed Hodge structure on the
(compactly supported) rational cohomology of a complex algebraic variety X can
be obtained by using the identifications:

Hi(X;Q) = rat(H i(a∗a∗QH
pt
)) (11.7)

and

Hi
c (X;Q) = rat(H i(a!a∗QH

pt
)) , (11.8)

with a : X → pt the constant map to a point space. Moreover, by a deep result
of Saito [209], these structures coincide with the classical mixed Hodge structures
constructed by Deligne.

More generally, we have the following:

Proposition 11.3.1 Let X be a complex algebraic variety, and a : X → pt be the
constant map to the point. For a bounded complex M• of mixed Hodge modules on
X with underlying rational complex K• = rat(M•), the vector spaces

H
j (X;K•) = rat(Hj (a∗M•)) and H

j
c (X;K•) = rat(Hj (a!M•))

are endowed with rational (graded polarizable) mixed Hodge structures.

Exercise 11.3.2 Show that if K• = rat(M•) ∈ Db
c (X) underlies a bounded

complex of mixed Hodge modules, the perverse cohomology spectral sequence
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E
i,j
2 = H

i
(c)(X; pHj

(K•)) !⇒ H
i+j
(c) (X;K•) (11.9)

is a spectral sequence in the category of mixed Hodge structures. More generally, if
F is a (left exact) functor that sends mixed Hodge modules to mixed Hodge modules,
the corresponding spectral sequence

E
i,j
2 = HiF(Hj (M•)) !⇒ Hi+jF (M•) (11.10)

is a spectral sequences of mixed Hodge modules.

An immediate consequence of Proposition 11.3.1 is the following result, origi-
nally proved by Steenbrink–Zucker [223] for the curve case and by El Zein [70, 69]
in the general situation:

Corollary 11.3.3 Let X be a complex algebraic manifold and let L be an admissi-
ble variation of mixed Hodge structures on X with quasi-unipotent monodromy at
infinity. Then the groupsHj(X;L) andHj

c (X;L) get induced (graded polarizable)
mixed Hodge structures. Moreover, these structures are pure if X is compact and L

is a variation of pure Hodge structures.

Similarly, we get the following:

Corollary 11.3.4 If X is a complex algebraic variety of pure dimension n and
L is an admissible variation of mixed Hodge structures on a Zariski-open dense
subset U ⊂ X, then the intersection cohomology groups IH i(X;L) carry (graded
polarizable) mixed Hodge structures. If, moreover, X is compact and L is pure of
weight k, then IH i(X;L) carries a pure (polarizable) Hodge structure of weight
i + k.

For the constant variation L = Q
X

, Corollary 11.3.4 yields:

Corollary 11.3.5 The intersection cohomology group IH i(X;Q) of a pure-
dimensional complex projective (or compact) variety X admits a pure (polarizable)
Hodge structure of weight i.

By making use of Theorem 6.6.3, this further yields the following:

Corollary 11.3.6 If X is a compact complex algebraic variety of pure dimension n
that is also a rational homology manifold, its rational cohomology group Hi(X;Q)
carries a pure (polarizable) Hodge structure of weight i, for every i ∈ Z.

In view of Corollary 11.3.5, we denote by Ihp,q(X) the corresponding intersec-
tion cohomology Hodge numbers of a complex projective (or compact) variety X of
pure dimension, with associated intersection cohomology Hodge polynomial

Iχy(X) :=
∑

p,q

(−1)qIhp,q(X) · yp.



11.3 Hodge Theory on Intersection Cohomology Groups 237

Then the following generalization of the Hodge index theorem (11.1) holds (see
[164, Section 3.6]):

Theorem 11.3.7 If X is a complex projective variety of even pure dimension, the
Goresky–MacPherson signature σ(X) of X can be computed from the intersection
cohomology Hodge numbers of X as follows:

σ(X) = Iχ1(X) =
∑

p,q

(−1)qIhp,q(X). (11.11)

Let us next note that by using the duality isomorphism (11.4), one obtains the
following:

Proposition 11.3.8 If X is a complex algebraic variety of complex pure dimension
n, the generalized Poincaré duality isomorphism

IHk(X;Q) ∼=
(

IH 2n−k
c (X;Q)(n)

)∨

is an isomorphism of mixed Hodge structures.

Proof Let a : X→ pt be the constant map to a point space. For M• ∈ DbMHM(X),
one has the following identification in MHM(pt):

Hj(a∗M•)  DptH
−j (a!DXM

•). (11.12)

By taking M• = ICHX and j = k − n in (11.12), and using (11.4), one gets the
isomorphism

Hk−n(a∗ICHX )  DptH
n−k(a!ICHX (n)) (11.13)

in MHM(pt). Applying the forgetful functor rat, one has the following sequence of
mixed Hodge structure isomorphisms:

IHk(X;Q) = H
k−n(X; ICX)

= rat(Hk−n(a∗ICHX ))
(11.13)∼=

(

rat(Hn−k(a!ICHX (n))
)∨

=
(

H
n−k
c (X; ICX)(n)

)∨

=
(

IH 2n−k
c (X;Q)(n)

)∨
,

thus proving the claim. ��
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Exercise 11.3.9 Let X be a complex algebraic variety. Show that the natural map
Hi(X;Q) → IH i(X;Q) discussed in Exercise 6.7.1 and Remark 6.7.2 is a
morphism of mixed Hodge structures. If X is projective, show that the kernel is
the subspace of Hi(X;Q) consisting of classes of Deligne weight ≤ i − 1.

Remark 11.3.10 Recall that the standard t-structure τ on DbMHM(X) corresponds
to the perverse t-structure pτ on Db

c (X). However, in [207, Remark 4.6(2)], Saito
constructed another t-structure ′τ on DbMHM(X) that corresponds to the standard
t-structure on Db

c (X) (cf. Example 8.1.12). By using the Deligne construction of
intersection cohomology (see Chapter 6), it then follows that intersection cohomol-
ogy complexes for any perversity p are complexes of mixed Hodge modules on the
complex algebraic varietyX. So, in particular, the intersection (co)homology groups
I (BM)H

p
i (X;Q) are endowed with mixed Hodge structures, for every perversity p

and every integer i.

Exercise 11.3.11 Show that if K• = rat(M•) ∈ Db
c (X) underlies a bounded

complex of mixed Hodge modules, the (compactly supported) hypercohomology
spectral sequence

E
i,j
2 = H

i
(c)(X;Hj (K•)) !⇒ H

i+j
(c) (X;K•) (11.14)

is a spectral sequence in the category of mixed Hodge structures. Deduce that if
f : X → Y is a morphism of complex algebraic varieties, the associated Leray
spectral sequences

E
i,j
2 = H

i (Y ;Rjf∗QX
) !⇒ H

i+j (X;Q) (11.15)

and

E
i,j
2 = H

i
c(Y ;Rjf!QX

) !⇒ H
i+j
c (X;Q) (11.16)

are spectral sequences in the category of mixed Hodge structures.

Another interesting application of the theory of mixed Hodge modules is the
Durfee–Saito semi-purity result for the intersection cohomology groups of the link
LX(Z) of a closed subvariety Z of X. Before stating the result, we need a few
preparatory statements.

Let X be a complex algebraic variety of complex pure dimension n, and let
Z ⊂ X be a closed subvariety with link LX(Z) (see Section 7.3 and the definitions
in [68]). The link LX(Z) of Z in X is of real dimension 2n − 1, has only odd-
dimensional strata, and it has an orientation induced from that of X. Moreover, one
has the following:

Proposition 11.3.12 The groups IHk
c (LX(Z);Q) and IHk(LX(Z);Q) are

endowed with mixed Hodge structures.

Proof As in Exercise 7.3.4, if i : Z ↪→ X and j : U = X − Z ↪→ X are the
inclusion maps, then



11.3 Hodge Theory on Intersection Cohomology Groups 239

IHk
c (LX(Z);Q) ∼= H

k−n
c (Z; i∗Rj∗ICU) = rat(Hk−n(a!i∗j∗ICHU )) (11.17)

and

IHk(LX(Z);Q) ∼= H
k−n(Z; i∗Rj∗ICU) = rat(Hk−n(a∗i∗j∗ICHU )) (11.18)

with a : Z → pt the constant map to a point. An application of Proposition 11.3.1
then proves the claim. ��

Our next goal is to estimate the weights of the mixed Hodge structures on
IHk

c (LX(Z);Q) and IHk(LX(Z);Q).
Lemma 11.3.13 In the above notations, there is an isomorphism

i∗j∗  i!j![1] (11.19)

in DbMHM(Z).

Proof For M• ∈ DbMHM(X), apply the attaching triangle

j!j ! −→ id −→ i∗i∗
[1]−→

to j∗M• to get the following triangle in DbMHM(X):

j!M• −→ j∗M• −→ i∗i∗j∗M• [1]−→ . (11.20)

Hence

i∗i∗j∗M•  cone(j!M• → j∗M•). (11.21)

Dualizing (11.20) and replacing DXM
• with M•, one gets the following triangle in

DbMHM(X):

i!i!j!M• −→ j!M• −→ j∗M• [1]−→ . (11.22)

In particular,

i!i!j!M•[1]  cone(j!M• → j∗M•). (11.23)

Therefore, (11.21) and (11.23) yield the isomorphism

i∗i∗j∗M•  i!i!j!M•[1] (11.24)

inDbMHM(X). The desired isomorphism (11.19) follows by applying i∗ to (11.24).
��
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The following result is the counterpart of Proposition 11.3.8 in the context of
links (see [68, Proposition 3.3]):

Proposition 11.3.14 Let X be a complex algebraic variety of complex pure dimen-
sion n, and let Z ⊂ X be a closed subvariety with link LX(Z). The generalized
Poincaré duality isomorphism

IHk(LX(Z);Q) ∼=
(

IH 2n−1−k
c (LX(Z);Q)(n)

)∨

is an isomorphism of mixed Hodge structures.

Proof By Lemma 11.3.13 and using the above notations, with a : Z → pt the
constant map, one has the following sequence of isomorphisms of mixed Hodge
structures:

IHk(LX(Z);Q)
(11.18)∼= rat(Hk−n(a∗i∗j∗ICHU ))
(11.19)∼= rat(Hk−n(a∗i!j!ICHU [1]))
= rat(Hk+1−n(a∗i!j!ICHU ))

(11.12)∼=
(

rat(Hn−1−k(a!DZ(i
!j!ICHU )))

)∨

(11.4)∼=
(

rat(Hn−1−k(a!i∗j∗ICHU (n)))
)∨

∼=
(

H
n−1−k
c (Z; i∗j∗ICHU )(n)

)∨

(11.17)∼=
(

IH 2n−1−k
c (LX(Z);Q)(n)

)∨
.

��
We can now prove the following semi-purity result of Durfee–Saito, see [68,

Theorem 4.1]:

Theorem 11.3.15 Let X be a complex algebraic variety of pure dimension n, and
let Z ⊂ X be a closed subvariety with dimC Z ≤ d. Let LX(Z) be the link of Z inX.
Then IHk

c (LX(Z);Q) carries a mixed Hodge structure of weight≤ k for k < n− d,
and IHk(LX(Z);Q) carries a mixed Hodge structure of weight > k for k ≥ n+ d.

Proof Recall from Proposition 11.2.4 that, if f is a map of complex algebraic
varieties, then f! and f ∗ preserve weight ≤ k, and f∗ and f ! preserve weight ≥ k.
Moreover, if M• is a bounded complex of weight ≤ k (resp., ≥ k), then HjM• has
weight ≤ j + k (resp., ≥ j + k).

Let U := X − Z with inclusion maps j : U ↪→ X and i : Z ↪→ X. Since
ICX = j!∗ICU , using properties of the intermediate extension (see also [12, 1.4.13,
1.4.23(ii)]) one can show that there is a distinguished triangle
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ICX −→ j∗ICU −→ i∗pτ>−1i
∗j∗ICU −→ .

Applying i∗ gives a distinguished triangle

i∗ICX −→ i∗j∗ICU −→ pτ>−1i
∗j∗ICU −→

underlying a corresponding triangle in DbMHM(X). Thus there is a long exact
sequence of mixed Hodge structures

· · · −→ H
k−n
c (Z; i∗ICX) −→ H

k−n
c (Z; i∗j∗ICU) −→

−→ H
k−n
c (Z; pτ>−1i

∗j∗ICU) −→ · · ·

The middle term in the above sequence is exactly IHk
c (LX(Z);Q). The left

term H
k−n
c (Z; i∗ICX) = rat(Hk−n(a!i∗ICHX )) has weight ≤ k: indeed, since

ICHX has weight n, it follows that i∗ICHX has weight ≤ n, and hence a!i∗ICHX
has weight ≤ n, with a : Z → pt the constant map to a point. The right
term H

k−n
c (Z; pτ>−1i

∗j∗ICU) vanishes for k − n < −d ≤ − dimC Z, since
Hi (pτ>−1i

∗j∗ICU) = 0 for i < −d by the support condition for a perverse sheaf.
This proves the first assertion.

The second assertion follows from the first by duality since, by Proposi-
tion 11.3.14, the duality isomorphism is an isomorphism of mixed Hodge structures.

��
Remark 11.3.16 Such semi-purity statements preclude many closed odd-
dimensional manifolds (e.g., tori) from being links of isolated singularities, see
[68, Section 5] for more details.

11.4 Intersection Homology Betti Numbers, II

In this section, we use the theory of weights to refine the results of Section 6.7
on intersection homology Betti numbers. We follow Durfee’s approach from [67].
All groups will be assumed to have the rational numbers as coefficients, unless
otherwise indicated.

We begin by recalling the statement of Theorem 6.7.4 from Section 6.7:

Proposition 11.4.1 Let X be a pure n-dimensional complex algebraic variety and
U an open subvariety of X, with Z = X−U a closed subvariety of dimension ≤ d.
Then (with Q-coefficients):

(a) IHk(X) ∼= IHk(U), for k < n− d.
(b) IHn−d(X) ↪→ IHn−d(U).
(c) IHn+d

c (X)� IHn+d
c (U).

(d) IHk
c (X)

∼= IHk
c (U), for k > n+ d.
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Recall from Corollary 11.3.4 that intersection cohomology groups of a complex
algebraic variety have mixed Hodge structures. In particular, they have a weight
filtration

· · · ⊆ Wm−1 ⊆ Wm ⊆ Wm+1 ⊆ · · ·

with grWm = Wm/Wm−1 an exact functor. One then has the following:

Proposition 11.4.2 Let X be a pure n-dimensional complex algebraic variety and
U an open subvariety of X. Then, for all integers k,

(a) grWk IH
k
c (U) ↪→ grWk IH

k
c (X) is a monomorphism.

(b) grWk IH
k(X)� grWk IH

k(U) is an epimorphism.

Proof Let a : X → pt be the constant map to a point, and denote as before by
j : U ↪→ X and i : Z = X−U ↪→ X the open and, respectively, closed inclusion.
The attaching triangle

j!j∗ICX −→ ICX −→ i∗i∗ICX −→ (11.25)

underlies a distinguished triangle in DbMHM(X), and hence, upon applying

H
k−n
c (X;−) = Hk−na!(−)

to it, one gets a corresponding long exact sequence of mixed Hodge structures:

· · · → IHk
c (U)→ IHk

c (X)→ H
k−n
c (Z; i∗ICX)→ · · · (11.26)

Since ICHX is pure of weight n, it follows from Proposition 11.2.4 that, for every
integer k, the mixed Hodge structures IHk

c (U), IH
k
c (X), and H

k−n
c (Z; i∗ICX) have

weight ≤ k. Taking grWk in (11.26) proves (a).
Similarly, applying H

k−n(X;−) = Hk−na∗(−) to the distinguished triangle

i∗i!ICX −→ ICX −→ j∗j !ICX −→

one gets a long exact sequence of mixed Hodge structures:

· · · → H
k−n(Z; i!ICX)→ IHk(X)→ IHk(U)→ · · · (11.27)

Moreover, Proposition 11.2.4 yields that for every integer k the mixed Hodge
structures H

k−n(Z; i!ICX), IHk(X), and IHk(U) have weight ≥ k. Taking grWk
in (11.27) proves (b). ��

An immediate consequence of Propositions 11.4.2 is the following estimate of
the intersection homology Betti numbers:
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Corollary 11.4.3 Let X be a compact pure-dimensional complex algebraic variety,
let U ⊂ X be a nonsingular open subvariety, and let ˜X → X be a resolution of
singularities. Then, for all integers k, one has that

max{dim grWk H
k
c (U), dim grWk H

k(U)} ≤ dim IHk(X) ≤ dimHk(˜X).

Indeed, by Corollary 9.3.38 of the BBDG decomposition theorem, IHk(X;Q)
is a direct summand of Hk(˜X;Q). In fact, the upper bound of the above estimate is
realized when ˜X is a small resolution (see Corollary 9.3.14), while the lower bound
is realized, for example, if X has only isolated singularities.

As a consequence of Propositions 11.4.1 and 11.4.2 and of Corollary 11.3.5, one
obtains the following:

Theorem 11.4.4 Let X be a compact complex algebraic variety of pure complex
dimension n, and let U be a nonsingular open subvariety with Z = X − U of
dimension ≤ d. Then (with Q-coefficients):

IHk(X) ∼=

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

Hk
c (U), k > n+ d,

grWn+dHn+d
c (U), k = n+ d,

grWn−dHn−d(U), k = n− d,

Hk(U), k < n− d.

In order to obtain a more explicit calculation of the outer intersection homology
Betti numbers of an algebraic variety, Durfee used the notion of weighted Euler
characteristic, defined as follows:

Definition 11.4.5 The weighted Euler characteristic of a complex algebraic variety
Y is given by

χm(Y ) =
∑

i

(−1)i · dim grWm H
i(Y ),

where W� denotes the weight filtration of the canonical mixed Hodge structure on
H ∗(Y ;Q). Similarly, one defines χcm(Y ) by using H ∗

c (Y ).

One then has the following:

Theorem 11.4.6 Let X be a compact complex algebraic variety of pure dimension
n, and let Z be a closed subvariety of complex dimension ≤ d containing the
singular set of X. Let π : ˜X → X be an algebraic map with ˜X smooth and
π−1(Z) = E = E1 ∪ · · · ∪ Er a divisor with simple normal crossings. Suppose
that π is an analytic isomorphism of ˜U = ˜X − E to U = X − Z. Then, for all
k ≥ n+ d, one has (with Q-coefficients):
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dim IHk(X) = dimHk(˜X)−
∑

j

(−1)j · dimHk(Ej ). (11.28)

Proof By Theorem 11.4.4, and the fact that IHk(X) is of pure weight k (Corol-
lary 11.3.5) and the weights on Hk

c (U)
∼= (H 2n−k(U)(n)

)∨
are ≤ k for all k (by

Theorem 11.1.19 and Poincaré duality), one gets that

(−1)k · dim IHk(X) = (−1)k · dim grWk H
k
c (U) = χck (U),

for all k ≥ n+ d. The exact sequence of mixed Hodge structures

· · · −→ Hi
c (
˜U) −→ Hi(˜X) −→ Hi(E) −→ · · ·

yields

χck (
˜U) = χck (

˜X)− χck (E).

Since ˜X is nonsingular and compact, its cohomology is pure, so

χck (
˜X) = (−1)k · dimHk(˜X).

Finally, inclusion–exclusion yields that

χck (E) =
∑

j

(−1)j · χck (Ej ) =
∑

j

(−1)j+k · dimHk(Ej ),

which completes the proof. ��
Remark 11.4.7 By duality, (11.28) also gives the intersection homology Betti
numbers for k ≤ n − d. Furthermore, a similar argument gives the formula for
the corresponding intersection cohomology Hodge numbers.



Chapter 12
Epilogue

In this last chapter, we provide a succinct summary of (and relevant references for)
some of the recent applications (other than those already discussed) of intersection
homology, perverse sheaves, and mixed Hodge modules in various fields such as
topology, algebraic and enumerative geometry, representation theory, etc. This list
of applications is by no means exhaustive, but rather reflects the author’s own
mathematical taste. While the discussion below is limited to a small fraction of
the possible routes the interested reader might explore, it should nevertheless serve
as a starting point for those interested in aspects of intersection homology, perverse
sheaves and mixed Hodge modules in other areas than those already considered in
the text.

12.1 Applications to Enumerative Geometry

There are recent applications of vanishing cycles and perverse sheaves in the context
of enumerative geometry, more specifically, in Donaldson–Thomas (DT) theory.

Given a moduli space M of stable coherent sheaves on a Calabi–Yau threefold,
the Donaldson–Thomas theory associates to it an integer χvir(M) that is invariant
under deformations of complex structures. In [10], Behrend showed that the
Donaldson–Thomas invariant χvir(M) can be computed as the weighted Euler
characteristic over M of a certain constructible function, the Behrend function νM.

As many interesting constructible functions can be obtained by taking stalkwise
Euler characteristics of constructible complexes of sheaves of vector spaces, one of
the natural questions in DT theory concerns the categorification of the Donaldson–
Thomas invariant. Specifically, one would like to find a constructible complex of
vector spaces �M ∈ Db

c (M) whose stalkwise Euler characteristic is the Behrend
function νM or, equivalently, whose Euler characteristic χ(M,�M) computes the
Donaldson–Thomas invariant χvir(M). An intermediate level of categorification
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would associate to the moduli space M a cohomological Donaldson–Thomas
invariant, i.e., a finite dimensional graded vector space H∗(M) such that

χvir(M) =
∑

i

(−1)i dimHi (M).

Of course, once�M is known, a cohomological DT invariant can simply be defined
as

H∗(M) := H
∗(M;�M),

the hypercohomology of �M.
If M is nonsingular, Behrend’s construction already implies that H∗(M) can

be taken to be the hypercohomology H
∗(M;QM[dimM]) of the perverse sheaf

�M := QM[dimM] on M.
Furthermore, if the moduli space M is the scheme-theoretic critical locus of

some function f : X → C defined on a smooth complex quasi-projective variety
X,1 a cohomological DT invariant can again be read off from Behrend’s work,
namely

H∗(M) = H
∗(M; pϕfQM[dimM]),

with �M := pϕfQM[dimM] ∈ Perv(M) the self-dual complex of perverse
vanishing cycles of f . It should be noted that the cohomological DT invariant
H∗(M) carries in this case the action of the monodromy endomorphism induced
from that of the vanishing cycles, and it is also endowed with a mixed Hodge
structure since the perverse vanishing cycle complex underlies the mixed Hodge
module ϕHf Q

H
M[dimM].

More generally, it is known that a moduli space M of simple coherent sheaves on
a Calabi–Yau threefold is, locally around every closed point, isomorphic to a critical
locus. Then it can be shown [22] that the perverse sheaves of vanishing cycles on
the critical charts glue to a self-dual global perverse sheaf �M ∈ Perv(M), the
DT sheaf on M, whose Euler characteristic χ(M,�M) computes χvir(M). Hence
�M categorifies χvir(M), and the graded vector space H∗(M) = H

∗(M;�M)

is a cohomological Donaldson–Thomas invariant of M. Furthermore, H∗(M) is
endowed with a canonical mixed Hodge structure since �M underlies a mixed
Hodge module, and it carries a monodromy action glued from the local monodromy
endomorphisms.

We refer to [227] for a survey and for an extensive list of references.

1For example, this is the case for M = Hilbm
C3 , the Hilbert scheme of m points on C

3.
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12.2 Characteristic Classes of Complex Algebraic Varieties
and Applications

There is an extensive theory of characteristic classes on stratified spaces, encom-
passing many different constructions and viewpoints. Part of the story (concerning
L-classes) was already presented in Chapter 3. Here we focus on the more recent
Hodge-theoretic characteristic classes, the homology Hirzebruch classes of singular
complex algebraic varieties [21], and their various applications.

Characteristic classes of singular spaces are usually defined in (Borel–Moore)
homology, as images of certain distinguished elements by a natural transformation
on the Grothendieck group of suitable (e.g., constructible or coherent) sheaves, see
e.g., [9, 31, 148].

Building on Saito’s theory, Brasselet–Schürmann–Yokura defined in [21] the
Hirzebruch class transformation

Ty∗ : K0(MHM(X)) −→ HBM∗ (X)⊗Q[y, y−1],

which assigns Borel–Moore homology classes to every Grothendieck class of a
(complex of) mixed Hodge module(s) on a complex algebraic variety X. The value

Ty∗(X) := Ty∗([QH
X
])

on the Grothendieck class of the constant Hodge module Q
H
X

is called the
homology Hirzebruch class of X. These Hirzebruch classes have good functorial
and normalization properties, e.g., for X nonsingular Ty∗(X) is Poincaré dual to the
cohomology Hirzebruch class T ∗y (T X) of the generalized Hirzebruch–Riemann–
Roch theorem. Moreover, the Hirzebruch class transformation provides a functorial
unification of the Chern class transformation of MacPherson [148], Todd class
transformation of Baum–Fulton–MacPherson [9], and L-class transformation of
Cappell–Shaneson [31] (as reformulated in [247]; see also [21, Section 4]), respec-
tively, thus answering positively an old question of MacPherson about the existence
of such a unifying theory. If the variety X is compact and M• ∈ DbMHM(X) is
a complex of mixed Hodge modules on X, the degree of the homology Hirzebruch
class Ty∗([M•]) is the Hodge polynomial χy(X,M•) corresponding to Saito’s mixed
Hodge structure on the hypercohomology H

∗(X; rat(M•)).
Soon after their introduction, Hirzebruch classes have found a vast array of

applications. For example, they were used in [161] to compute characteristic classes
of toric varieties in terms of the Todd classes of closures of orbits, with applications
to weighted lattice point counting in polytopes and generalized Pick-type formulae.
Equivariant versions (for finite group actions) of homology Hirzebruch classes
were developed in [36], and they were used to compute characteristic classes of
symmetric products [38] as well as characteristic classes of Hilbert schemes of
points [37], with applications to enumerative geometry (proof of a characteristic
class version of the MNOP conjecture of Donaldson–Thomas theory [158]).
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Homology Hirzebruch classes turn out to be extremely useful for understanding
global invariants of complex hypersurfaces. Let X = {f = 0} be the complex
algebraic variety defined as the zero set (of complex codimension one) of an
algebraic function f : M → C, for M a complex (n+ 1)-dimensional algebraic
manifold. The value

MTy∗(X) := Ty∗(ϕHf Q
H
M
[1])

of the Hirzebruch class transformation on the Grothendieck class of the vanishing
cycle complex is supported on the singular locus of the hypersurface X, and
hence it is a characteristic class measure of the “size” of singularities of X. The
homology class MTy∗(X) is termed the Hirzebruch–Milnor class of X, as it
is a far-reaching generalization of the Milnor number of isolated hypersurface
singularities. For computations of these classes in terms of a stratification of the
singular locus (providing, in particular, Hodge-theoretic generalizations of results
from Section 10.4) see, e.g., [35] and [165]; see also [248] for a motivic treatment
of such classes.

In [168], refined versions of Hirzebruch–Milnor classes of complex hypersur-
faces are defined by taking into account the monodromy action on vanishing cycles.
The obtained classes, termed spectral Hirzebruch–Milnor classes of X, may be
viewed as a homology class version of the Steenbrink spectrum, and have surprising
applications to the study of birational geometry invariants such as multiplier ideals,
jumping coefficients, log canonical threshold, Du Bois singularities, etc.; see [168]
for complete details.

For a comprehensive survey and more references about the many facets of
Hirzebruch classes and their applications, see also [215] and [162].

12.3 Perverse Sheaves on Semi-Abelian Varieties:
Cohomology Jump Loci, Propagation, Generic
Vanishing

The study of perverse sheaves on (semi-)abelian varieties has seen a flurry of activity
in recent years. Let us briefly describe some motivation and recent results.

Let X be a connected complex quasi-projective manifold. The character variety
Char(X) ∼= (C∗)b1(X), with b1(X) = rankH1(X;Z), is the connected component
of Hom(π1(X),C∗) containing the identity character. Each character ρ ∈ Char(X)
defines a unique rank-one C-local system Lρ on X. The cohomology jump loci of a
constructible C-complex F• ∈ Db

c (X) on X are defined as:

Vi (X,F•) := {ρ ∈ Char(X) | Hi (X;F• ⊗C Lρ) �= 0} ⊆ Char(X).

These are generalizations of the (topological) cohomology jump loci
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Vi (X) := Vi (X,CX)

of X, which correspond to the constant sheaf CX, and which are homotopy
invariants of X. Cohomology jump loci provide a unifying framework for the study
of a host of questions concerning homotopy types of complex algebraic varieties. In
particular, they can be used to tackle Serre’s problem concerning groups that can be
realized as fundamental groups of complex quasi-projective manifolds.

It was recently shown in [28] that the irreducible components of the cohomology
jump loci of bounded C-constructible complexes on a complex algebraic manifold
X are linear subvarieties. In particular, each Vi (X,F•) is a finite union of translated
subtori of the character variety Char(X). This fact vastly generalizes the classical
monodromy theorem and imposes strong constraints on the topology of X.

By the classical Albanese map construction, cohomology jump loci of a complex
quasi-projective manifold X are realized as cohomology jump loci of constructible
complexes of sheaves (or, if the Albanese map is proper, of perverse sheaves) on
the semi-abelian variety Alb(X), the Albanese variety of X.2 This motivates the
investigation of cohomology jump loci of constructible complexes, and in particular
of perverse sheaves, on complex semi-abelian varieties.3

Perverse sheaves on complex affine tori have been studied by Gabber–Loeser
[78] via the Mellin transformation, whereas perverse sheaves on complex abelian
varieties have been completely characterized by Schnell [213] in terms of certain
codimension lower bounds of their cohomology jump loci.

Let F• ∈ Db
c (G) be a bounded constructible complex of C-sheaves on a semi-

abelian variety G, with cohomology jump loci Vi (G,F•). By using the linear
structure of irreducible components of the cohomology jump loci, in [145] we
introduced refined notions of (semi-)abelian codimensions, codim saV

i (G,F•), and
codim aV

i (G,F•), and showed that the position of F• with respect to the perverse
t-structure on Db

c (G) can be detected by the (semi-)abelian codimension of its
cohomology jump loci. This result provides a complete characterization of C-
perverse sheaves on a semi-abelian variety G in terms of their cohomology jump
loci, and generalizes Schnell’s corresponding result [213, Theorem 7.4] for perverse
sheaves on abelian varieties, as well as Gabber–Loeser’s description [78] of perverse
sheaves on complex affine tori (see also [144]).

2The Albanese map alb : X → Alb(X) induces an isomorphism on the free part of H1. In
particular, Char(X) ∼= Char(Alb(X)).
3A complex abelian variety of dimension g is a compact complex torus C

g/Z2g that is also a
complex projective variety. A semi-abelian variety G is an abelian complex algebraic group that is
an extension

1 → T→ G→ A→ 1,

where A is an abelian variety and T is a complex affine torus.
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Furthermore, the cohomology jump loci of perverse sheaves on semi-abelian
varieties satisfy the following list of properties, collectively termed the propagation
package, see [145]:

Theorem 12.3.1 Let G be a semi-abelian variety defined as the extension

1 → T→ G→ A→ 1,

where A is an abelian variety of complex dimension g and T = (C∗)m is a complex
affine torus of dimension m. The cohomology jump loci of a C-perverse sheaf F• on
G satisfy the following:

(i) Propagation property:

V−m−g(G,F•) ⊆ · · · ⊆ V−1(G,F•) ⊆ V0(G,F•),

V0(G,F•) ⊇ V1(G,F•) ⊇ · · · ⊇ Vg(G,F•).

Furthermore, Vi (G,F•) = ∅ if i /∈ [−m− g, g].
(ii) Generic vanishing: there exists a non-empty Zariski-open subset U of

Char(G) such that, for every closed point ρ ∈ U , Hi (G;F• ⊗C Lρ) = 0
for all i �= 0.

(iii) Signed Euler characteristic property:

χ(G,F•) ≥ 0.

Moreover, the equality holds if and only if V0(G,F•) �= Char(G).

An equivalent (and perhaps more suggestive) formulation of the propagation
property can be given as follows. Let F• be a C-perverse sheaf on a semi-abelian
variety G so that not all Hj (G;F•) are zero. Let

k+ := max{j | Hj (G;F•) �= 0} and k− := min{j | Hj (G;F•) �= 0}.

Then the propagation property (i) is equivalent to the following assertions: k+ ≥ 0,
k− ≤ 0 and

H
j (G;F•) �= 0 ⇐⇒ k− ≤ j ≤ k+.

Some of the properties of Theorem 12.3.1 have been also obtained by other
authors by different methods. For example, the generic vanishing property (ii) for
perverse sheaves on complex affine tori, abelian varieties and, respectively, semi-
abelian varieties was proved in various settings, see, e.g., [130, Theorem 2.1], [131,
Theorem 1.1], [213, Corollary 7.5], [239, Vanishing Theorem], [13, 144, Theorem
1.1]. The signed Euler characteristic property (iii) is originally due to Franecki and
Kapranov [73, Corollary 1.4].
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The results mentioned in this section have a wide range of applications, including
to the study of cohomology jump loci (and hence of the homotopy type) of complex
quasi-projective manifolds, for understanding the topology of the Albanese map,
as well as in the context of homological duality properties of complex algebraic
varieties. Let us only mention here the following corollary of Theorem 12.3.1; for
more details the reader may consult [143, 144, 145].

Corollary 12.3.2 Let X be a complex quasi-projective manifold of complex dimen-
sion n, with Albanese map alb : X → Alb(X). Assume that Ralb∗CX[n] is a
perverse sheaf on Alb(X) (e.g., alb is proper and semi-small). Then the cohomology
jump loci Vi (X) of X satisfy the following properties:

(1) Propagation:

Vn(X) ⊇ Vn−1(X) ⊇ · · · ⊇ V0(X) = {1};

Vn(X) ⊇ Vn+1(X) ⊇ · · · ⊇ V2n(X).

(2) Codimension lower bound: for all i ≥ 0,

codimVn−i (X) ≥ i and codimVn+i (X) ≥ 2i.

(3) Generic vanishing: Hi(X;Lρ) = 0 for generic ρ ∈ Char(X) and all i �= n.
(4) Signed Euler characteristic property: (−1)n · χ(X) ≥ 0.
(5) Betti property: if bi(X) denotes the i-th Betti number of X, then bi(X) > 0 for

every i ∈ [0, n], and b1(X) ≥ n.

12.4 Generic Vanishing Theory via Mixed Hodge Modules

There is a corresponding propagation package in the coherent setting, which
describes the behavior of the cohomology of a line bundle as it varies over the Picard
torus. Such results originate from the work of Green–Lazarsfeld [90], who showed
that on a complex projective manifold X, the cohomology of a generic line bundle
L ∈ P ic0(X) vanishes in degrees below dim alb(X), where alb : X → Alb(X) is
the Albanese map of X. This is a consequence of a more general result involving
the algebraic cohomology jump loci of the structure sheaf OX, namely

codimV i(OX) ≥ dim alb(X)− i, (12.1)

where for a coherent sheaf F on X one sets

V i(F) := {L ∈ P ic0(X) | Hi(X;F⊗L) �= 0} ⊂ P ic0(X).
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The Green–Lazarsfeld generic vanishing theorem has been recently extended
by Popa–Schnell in [200] to coherent sheaves of a Hodge-theoretic nature. More
precisely, one has the following result:

Theorem 12.4.1 Let A be a complex abelian variety, and let M be a mixed Hodge
module on A with underlying filtered D-module (M,F�). Then for each k ∈ Z, the
algebraic cohomology jump loci of the coherent sheaf grFk M satisfy the following
codimension lower bound:

codimV i(grFk M) ≥ i, (12.2)

for all i > 0. In particular, each grFk M is a GV-sheaf on A (i.e., it satisfies generic
vanishing).

The use of mixed Hodge module theory allows one to obtain a broader picture,
and to extract much more information than previously known. One important
example is a formula for the codimension of the cohomology jump loci V i(�

p
X) for

all bundles of holomorphic forms on a projective manifold X. This can be obtained
by applying Theorem 12.4.1 to the direct image Ralb∗QH

X
[dimX] and using the

decomposition theorem for Hodge modules (see Theorem 11.2.11):

Theorem 12.4.2 Let X be a complex projective manifold of dimension n. Then

codimV q(�
p
X) ≥ |p+ q − n| − r(alb), (12.3)

for every p, q ∈ N, where r(alb) is the defect of semi-smallness of the Albanese map
ofX. Moreover, the Albanese map is semi-small if and only ifX satisfies the generic
Nakano vanishing theorem, i.e.,

codimV q(�
p
X) ≥ |p+ q − n|

for every p, q ∈ N.

This also shows that if the Albanese map of X is semi-small, then

(−1)n−pχ(X,�pX) ≥ 0,

which leads to interesting new bounds for the topological Euler characteristic of
irregular varieties.

Generic vanishing theorems for�pX have also been obtained in [131] by different
methods.

A coherent analogue of the propagation property (i) of Theorem 12.3.1 was
proved in [192] for the algebraic cohomology jump loci of GV-sheaves on abelian
varieties.

For more details on cohomology jump loci (both algebraic and topological)
as well as additional references, the reader may benefit from consulting the
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comprehensive surveys [199] and [29]. In particular, [199] gives an overview of
various vanishing and positivity theorems for Hodge modules.

12.5 Applications to Representation Theory

The importance of intersection cohomology in representation theory was already
acknowledged in Lusztig’s work, e.g., see his ICM address [146] for an excellent sur-
vey. We also mention here the geometric Satake equivalence of Mirković–Vilonen
[181], which identifies equivariant perverse sheaves on the affine Grassmannian
GrG with the Langlands dual group of a reductive groupG. For more applications of
the BBDG decomposition theorem in geometric representation theory of reductive
algebraic groups, see [43]. More recently, striking applications of intersection
homology, perverse sheaves, and the decomposition theorem in representation
theory (e.g., in relation to the Kazhdan–Lusztig conjecture) were obtained by
Williamson and his collaborators, see [244] and [71] for nice overviews of recent
developments.

12.6 Alexander-Type Invariants of Complex Hypersurface
Complements

As already indicated in Section 10.2, intersection homology and perverse sheaves
play an important role in understanding the topology of abelian covers of complex
hypersurface complements in terms of local invariants of singularities. For more
details, the reader may consult [62, 63, 141, 142, 160, 163], and also [61, Section
6.4].
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