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1. INTRODUCTION

Recall that on a Riemann surface X, Ox denotes the sheaf of holomorphic functions, the section I'(U; Ox)
consists of holomorphic functions from U — C. We also have a notion for the sheaf meromorphic functions
M or . It’s known that any meromorphic function loaclly can be written as fraction of two holomorphic
functions, i.e. f € .#(U) can be written as f = g/h with g,h € Ox(U) (this holds on open set U C X). Can we
do this globally? If, X is compact then by Liouville’s theorem (or Picard’s theorem) we know the holomorphic
functions from X — C are the constant function. Thus, Ox(X) ~ C. Thus we can’t write non-constant
meromorphic function on X as quotient of two holomorphic functions. Here the only problem is to say if there
exist such non-constant meromorphic functions on C. The Riemann-Roch theorem helps us to resolve this,
and confirms that the quotient field of &x(X) is not .#(X) (which is not the case for non-compact Riemann
surfaces).

There is one more reason why do we want to find a non-constant meromorphic functions on compact Riemann
surface X. The non-constant meromorphic function f : X — C will help us to get a holomorphic map
f:X — CP! (here, CP! is the Riemann sphere). This will induce a map f* : .#(CP') — .#(X). We know
M (CPY) ~ C(z), if f is non-constant the map f* is strictly injectve. Thus We can view .#(X) as a field
extesion over C(z). It can shown if deg(f) = n then, [#(X) : C(z)] = n. Any finite extesion over charactersetic
0 field is sperable and hence simple, We can write .# (X ) = C(z)(7x). This 7x must have a minimal polynomial

over C(z), let the corresponding polynomial equation be,
t"up(2) + -+ up(z) =0

this will give as a polynomial equation F(z,t) = 0. We will se later in this notes, every compact Riemann
surface is an algebraic curve over C and X is precisely represented as by the vanishing of F(z,t). Not only
that just like if function field of two variety are isomorphism then the varities are birational. Similaryly if
two compact Riemann surface have isomorphic set of meromorphic functions, the compact Riemann surfaces
are isomorphic. Moreover if we have proved the Riemann-Roch for compact Riemann surfaces we would have
proved it for algebraic curves over C.

2. RIEMANN-ROCH THEOREM

§ 2.1 Divisors

Let X be a Riemann surface. A divisor on X is a mapping

D:X—=7Z

such that for any compact subset K C X there are only finitely many points # € K such that D(z) # 0. With
respect to addition the set of all divisors on X is an abelian group which we denote by Div(X). As well there is
a partial ordering on Div(X). We will also represent a divisor D = Y np.P, where D(P) = np. In other words,
Div(X) is free abelian group with the points of X being the generators. For D, D’ € Div(X), set D < D’ if
D(z) < D'(z) for every z € X.

e Divisors of Meromorphic Functions and 1-forms. Suppose X is a Riemann surface and Y is an open subset
of X. For a meromorphic function f €, M(Y) and a € Y define

0, if f is holomorphic and non-zero at a,
k, if f has a zero of order k at a.

orda(f) :== —k, if f has a pole of order k at a,
00, if f is identically zero in a

neighborhood of a.



Thus for any meromorphic function f € M(X), the divisor } .y ord.(f).z, It is called the divisor of f
and will be denoted by div(f) we call such divisor principal divisor.

e The function f is said to be a multiple of the divisor D if div(f) > D. Then f is holomorphic precisely if
div(f) = 0.

e For a meromorphic 1-form w € .#Z1)(Y) one can define its order al a point a € Y as follows. Choose a
coordinate neighborhood (U, z) of a. Then on U NY one may write w = fdz, where f is a meromorphic
function. Set ord,(w) = ord (f). It is easy to check that this is independent of the choice of chart For 1
forms w € .4/ (X), the divisor div(w) = Y, x orde(w).a is called canonical divisor.

Definition. 2.1 (The degree of a divisor) Suppose X is a compact Riemann surface. Then for every
D € Div(X) there are only finitely many x € X such that D(z) # 0. Hence one can define a mapping

deg : Div(X) = Z

called the degree. by letting

deg D := Z D(x).

zeX

The mapping deg is a group homomorphism. Note that deg(div(f)) = 0 for any principal divisor div(f) on a
compact Riemann surface since a meromorphic function has as many zeros as poles.

Definition. 2.2 (Equivalent Divisors)Two divisor D and D’ are equivalent if they differ by a principal
divisor.

Note that any two canonical divisors are equivalent. Equivalent divisors have same degree. If we define the
equivalence relation by ~ then, Div(X)/ ~ is a group. It has a name Picard group. We define it by Pic(X).

§ 2.2 Special sheaves of meromorphic functions

Suppose D is a divisor on the Riemann surface X. For any open set U C X define &p(U) to be the set of all
those meromorphic functions on U which are multiples of the divisor —D, i.e.,

Op(U) :={f € #(U) :ord,(f) > —D(x) for cyery z € U;}

Together with the natural restriction mappings Op is a sheaf. If two divisor D, D’ are equivalent they define a
sheaf isomorphic between &p and Opy.

Theorem 2.1Suppose X is a compact Riemann surface and D € Div(X) is a diutsor with deg D < 0.
Then HY (X, Op) = 0.

Proof. Suppose, to the contrary, that there exists an f € H? (X, 0p) with f # 0. Then div(f) > —D and thus,

deg(f) > —degD >0
However this contradicts the fact that degdiv(f) = 0. [

Definition. 2.3 (Skyscraper Sheaf)Suppose P is a point of a Riemann surface X. Define a sheaf Cp
on X by



C ifPeU

CrlU) = {o itP¢U

Theorem 2.2(i) H° (X,Cp) = C and (ii) H' (X,Cp) = 0.

Proof. Assertion (i) is trivial. In order to prove (ii), consider a cohomology class & € H'(X,Cp) which is
represented by a cocycle in Z! (U,Cp). The covering U has a refinement y = (V;), such that the point P is
contained in only one V. But then Z! (8,C,) = 0 and hence £ = 0. [

Now suppose D is an arbitrary divisor on X. For P € X denote by the same letter P the divisor which takes

the value 1 at P and is zero otherwise. Then D < D + P and there is a natural inclusion map &p — Opyp.

Let (V, z) be a local coordinate on X about P such that z(P) = 0. Define a sheaf homomorphism
B:0pyp—Cp

as follows. Suppose U C X is an open set. If P ¢ U, then Sy is the zero homomorphism. If P € U and
f € Opyp(U), then the function f admits a Laurent series expansion about P, with respect to the local
coordinate z,

n=—k—1

where kK = D(P). Set 5,(f) == c_pr—1 € C = Cp(U), bviously  is a sheaf epimorphism and we have the
following exact sequence of sheaves,

O%ﬁD—)ﬁn+pi>(Cp—>0

this induces an long exact sequence

0— H°(X,0p) = H°(X,0p,p) = C
— H' (X,0p) - H (X,0p.p) =0

COROLLARY. Let D < D’ be divisors on a compact Riemann sufface X. Then the inclusion map
Op — Opr induces an epinorptism

H'(X,0p) - H' (X, 0p) — 0.
§ 2.3 Proof of Riemann-Roch

Theorem 2.3 (Riemann-Roch Theorem)Suppose D is a divisor on a compact Rieman surface X of
genus g. Then H® (X, 0p) and H! (X, 0',) are finite dimensional cector spaces and

dimy H*(X; 0p) — dimy, HY(X; Op) =1 — g+ deg D
Proof.

Step (a): First the result holds for the divisor D = 0. For, H°(X, 0) = 0(X) consists of only constant
functions and thus dim H°(X, &) = 1. As well dim H'(X, 0) = g by definition.



Step (b): Suppose D is a divisor, P € X and D’ = D+ P. From last section we have a LES of cohomology
groups from where we get the following SES,

0— HY(X,0p) = HY(X,0p.p) -V =0,

0—-W — H"(X,0p) —» H (X,0p,p) =0
Where, V :=Im (H° (X, (¢p) = C) and W := C/V. Now,

dim H° (X, 0p/) = dim H® (X, Op) + dim V/

dim H' (X, 0p) = dim H' (X, Op/) + dim W
Also note that, dimV +dim W =1 = deg D’ — deg D.

Suppose that the result holds for one of the divisors D, D’. The above discussion will tell us, if the
Riemann Roch formula holds for one of the two divisors, then it also holds for the other. Thus by (a) the
Theorem holds for every divisor D’ > 0.

Step(c): An arbitrary divisor D on X (compact Riemann surface) may be written,

D:P1+"'+Pn_Pm+1_"‘_Pn

where the P; € X are points. Starting with the zero divisor and using (b) one now proves by induction
that the Riemann-Roch Theorem holds for the divisor D. |

3. APPLICATIONS
Recall for a compact Riemann surface X and k£ = C,and a divisor D on it we must have,
dimy HY(X; 0p) — dimy, HY(X; 0p) =1 — g+ deg D

here g is the genus of the surface, i.e. ¢ = dimy H'(X;&). Some time we denote, dimy H°(X;Op) =
dimk ﬁD(X) as K(D)

Existence of non-constant meromorphic function.

Consider X is a compact Riemann surface of genus ¢g. Conside a divisor D = (g + 1).p by Riemann-Roch
we have,
dimH(X;0p)>1—g+g+1=2

Thus there exist a non-constant meromorphic function f on X which has pole of order < g+ 1 at a point
p and holomorphic otherwise.

Riemann surfaces of genus g = 0.

We will use the same divisor as above but for g = 0. In this case the non-constant meromorphic function
f X — C has pole of order < 1 at p. Thus, f has simple pole at p and thus the associated holomorphic
map f : X — CP" has degree 1 and hence it is an isomorphism. Every Riemann surface of genus zero is
1somorphic to Riemann sphere.



§ 3.1 Serre Duality

In the above statement ‘g’ is actually the arithmetic genus. There are two more definitions of genus. First
definition is the topological genus, second one is the arithmetic genus (defined above) and last one is analytic
genus. Analytic genus is the dimension of the space Q!(X). The Serre duality will help us to prove all three
definitions of genus are equivalent. This duality will also help us interpret H'(X; 0p) in terms of differential
forms in-fact the dimy H'(X; Op) is cardinality of maximal linear independent meromorphic 1-forms which are
multiple of the divisor D.

Let’s define Q2p be the sheaf of holomorphic 1-forms whose orders are bounded the values of divisor D. For a
canonical divisor K = div(w) there is a natural isomorphism

Op+x — Qp

Note that we have a map, Q_p x Op — QL. the map is given by, w € Q_p(U) and f € Op, then fw is a
holomorphic one form in the open set U. Thus, (w, f) — fw gives us a map Q_p x &p — Q' This will help
us to get a map

HY(X;Q_p) x H'(X;0p) - HY(X; Q)

The Serre duality gives us a duality between the cohomology groups on the right side. In order to prove the
duality we need to get a linear map H'(X;Q') — C. We will produce that map in the following way.

We will define Res : H'(X,Q!) — C, a linear form. We know the sheaf &0 of (1,0)-type differentiable 1-forms
on Riemann surface X is acyclic, form the following exact sequence of sheaves,

00l 5 &0h 22 4

we get, H'(X; Q') ~ &%(X)/d&10(X), here the differential d : fdz %dz/\dé. Thus, a co-cycle ¢ € H'(X; Q1)
represents a class [w] € £2(X)/d&0(X). Note that,

/Xw—I—dﬁz/Xw

Theorem 3.1 If X is a compact Riemann surface and w € &*(X) then Jxdw=0

This follows from the following Theorem,

Proof. By multiplying the partition of unity we may write w = wy +- - - +w,, where each wy, has compact support
entirely in one chart. So, enough to compute f(c dw where w is a compactly supported 1-form. We can choose
R > 0 such that Supp(w) C Bgr(0). Then,

/ dw = / dw = / w=020
C Br(0) Cr(0)

here, Cr(0) means the circle enclosing Br(0). [

We can now define,
1
R =
es(Q) =5 |
which is well-defined because of the theorem 3.1. It’s not hard to check it is a linear map. Now can define a
bilinear map H°(X;Q_p) x HY(X;0p) — C as,

(w, f) = Res(fw)

Now we will get back to some technical stuffs. Recall, the Mittag-LefHer distribution of differential forms.
M1 is the sheaf of meromorphic 1-forms on X. A co-chain complex p = (w;) € C(U;.#") (here U a open cover



of X) is called Mittag-Leffler distribution if dy = (w; — wj) where, w; — w; is holomorphic 1-form and thus
S € ZHU; QY). Thus [opu] € HY(X; Q). If a € U; we can define

Res, (1) := Res,(w;)

This is well-defined as if a € U; then in U; N Uj, w; — wj is holomorphic and thus the residue is zero and hence
Res,(w;) = Resy(w;). Since we are dealing with compact Riemann surface, we can define

Reso(p) := Z Res, (1)
acX

This residue is related to the residue defined in the following way.
Theorem 3.2 Let, u = w is a Mittag-Leffler distribution i.e. u € H'(X;Q'). Then,
Reso(u) = Res([dp])

Proof. (later)
Our motive was to prove the bilinear pairing, H*(X;Q_p) x H'(X;0p) — C is non-degenerate. In other
words, the map
ip: H(X;Q_p) = Hom(HY(X; Op), k)

given by w — (w, —) is isomorphism.

§ Lemma — The mapping ip is injective
Proof. If w is non-zero holomorphic 1-form of Q_p. Let, a € X such that D(a) = 0. Then let U be an open
nbd. around a, with a chart map z : U — C such that z(a) = 0. With this chart map we may write w|y = fdz
where f € O(U). Let, Uy be an open subset of U containing a, such that f don’t have any zero inside Uj.
Consider the open cover of X, U = {Uy, X \ a}. With this open cover, (1/fz,0) € CO(U;.#), call this co-chain
a. Note, wa € CO(U;.#*) is a Mittag-LefHler distribution. Now we have éa € Z1(U; Op), [0a] € HY(X; Op).
Thus,

(w, [50]) = Res(w[sal)

= Res([dwa])

= Resp(wa) (by theorem 1.2)

=1
Thus the morphism g — (w, g) is non-trivial. Thus, kerip is trivial. |
We have previously shown, if D’ < D then we get a surjection, H(X;0p/) — H'(X;0p) — 0, by taking

D

the dual we have the injection, 0 — H(X; Op)* o HY(X;0p)*. We will have the following commutative
diagram,

iD,
0——r Hl(X;ﬁD)* SEREEAEN Hl(X;ﬁD/)*

iDT PD/

0 —— HOUX;Q_p) 2 gO(x: 0 )

§ Lemma—- 1Ifa€ H(X;0p)* andw € H'(X;Qp) such that iB, () = ip(w) then w € H'(X;Q_p) and
a=1ip(w)
Suppose B and D are two divisor on the compact Riemann surface X. Given a meromorphic function ¢ €

Op(X), there is a sheaf morphism
v ﬁD—B — ﬁD



which is given by f + 1/.¢, this induces a linear mapping H'(X, 0p_p) — H'(X, Op), which induces a map
Ut HY(X,0p) - HY(X,Op_p)

Note: If ¢ is not zero then ¥* is injective. For this consider the natural divisor A = div(¢). Note, A > —B.

The map V¥ factors as following,
\I'
Op_B > Op
inclusiok‘ %

Opia

where juy is the map multiplication by 9 (and it’s restrictions on the sections), this map is isomorphism. Thus
by a previous result, the inlusion &p_p — Op4 4 induces surjection in the first cohomology groups and hence
by duality ¥* is injective.

Since, (Yw, () = (w, (), we have the following commutative diagram,

HY(X,0p) —Y HY(X,0p_p)*
'L'DT Tins
H(X,Q_p) 5 H(X,Q pyB)

with these details we are ready to prove Serre duality.

Theorem 3.3 (Serre Duality)For any divisor D on a compact Riemann surface X with genus g, the
mapping ip (described previously) is an isomorphism.

Proof. We have already proved ip is injective. Let, £ € H'(X; Op)* which is non-zero. Let, D,, = D — nP, for
a point P € X. Now consider the subspace A C H'(X; Op,) of all linear forms ¢¢ where 1) € ,,p(X). It’s not
hard to note that A ~ ,,p(X). Using Riemann Roch on the divisor nP we have,

dimA>n+1-—g

Imip, is isomorphic to HY(X;Q_p ) and hence for a canonical divisor K we must have a sheaf isomorphism
O_p,+k — Q_p, and by using Riemann Roch we have,

dim H(X;9Q_p,) = dim H*(X;0_p, 1 k)
= dimHY(X,0_p, k) +1—g+deg(—D,, + K)
=n — deg(D) + ko (suitable integer ko)

If n > deg D we have, deg D,, < 0 and hence H°(X; Op,) is trivial. Again apply Riemann-Roch to get,
dim HY(X;0p, )  =g—1—degD, =n+ (g—1—degD)
Now we choose n large enough so that
dim A + dimImip > dim H'(X; 0p, )*

This menas the inetrsection of A and Imip, are non-empty. We must have w € H*(X;Q_p, ) and ¢ € O, p(X)
such that, ip, (w) = L.

Now we will consider a new divisor D’ = D,, — div(¢), we have 1/1) € HY(X; Ogiy(y)), 50
. . .1
i/ (0) = 1p(90) = 1/bip, (W) = ip(w)

By lemma 1 we must have, w/v € H*(X,Q_p) and £ = ip(w/1)). |



§ 3.2 Some immediate consequences

Some properties of canonical divisor on Riemann Surfaces.

Recall. Canonical divisors on a Riemann surface is the divisor of a meromorphic 1-form w. All the
canonical divisors are equivalent.

1. The canonical divisor K = div(w) on a Riemann surface X of genus 2, have degree 2g — 2.
dim H*(X; O0k) — dim HY(X; Ok) = 1 — g + deg(K)
— deg(K) = dim H(X; Q) — dim H'(X; Q) + (g — 1) (Using the isom. O ~ Q)
= 2(g — 1) (Using Serre Duality)
The above can be proved without using Serre duality using Riemann-Hurwitz formula.

2. For the canonical divisor dim H!(X; Of) = 1.
Riemann surfaces of genus g = 2.

If X is a Riemann surface with genus g > land admits a double covering 7 : X — CP! is called
Hyperelliptic. Any compact Riemann surface of genus g = 2 is a Hyperelliptic Riemann surface.

To see this, note the canonical divisor have degree 2 and ¢(D) = 2. Thus there is a non-constant
holomorphic function f : X — CP! with degree 2. Thus every genus 2-Riemann surface are hyperellipctic.

Three definition of genus on a compact Riemann surface are equivalent.

There are three definitions of genus, the first one is topological genus g;. It can be proved using Riemann-
Hurwitz, that for canonical divisor Ky we have have deg(Kx) = 2(¢g; — 1).

Arithmatc genus is the dimension of H'(X; 0) as a vector space, call it g,. By previous computation we
can see gq = gy

The analytic genus is dimension of Q!(X) as a vector space over C, call it gu,, by Serre duality we have
Yan = Ja-

Another version of Riemann Roch Theorem.

Sometime we call dim H°(X; &p) = ¢(D). Using the Serre duality and the isomorphism Q_p ~ &_p,
for a canonical divisor K, we can conclude

(D) —UK—-D)=deg(D)+1—g
This is the most familier version for the algebraic geometers.

COROLLARLY. Let, D be the divisor of degree deg D > 2g — 2 on a compact Riemann surface of genus g,
then HY(X; 0p) = 0.

Proof. /(K — D) = dim H°(X; Ok _p) = dim H'(X; Op), now deg(K — D) < 0 thus we get /(K — D) = 0.
In this case Riemann Roch gives us,

‘E(D) =deg(D)+1 —g‘

Algebraic Curves and Riemann surfaces



Here we are dealing with the algebraic curves over C. If X is a compact Riemann surface so that M(X)
(set of meromorphic functions on X — C), separates points on X and tangent spaces on X, then it can
be shown X < P holomorphically for some N. There is a theorem of Chow, as follows :

Theorem 3.4 (Chow)Analytic subvariety of a projective space is actually algebraic.

Using Chow’s theorem we can say X is an algebraic set. It also can be shown the dimension of X as
a algebraic set is equal to the dimension of X as a complex manifold. Thus X as an algebraic set has
dimension 1 and hence, X is a algebraic curve over C. From now on we will define algebraic curve as
following.

Definition. 3.1 (algebraic curve)A Riemann surface X is an algebraic curve if M(X) separates
points and tangents.

By separating tangent we mean, for every p € X there is a non-constant f € M(X) so that f has
multiplicity one at p.

With this definition we are ready to show every compact Riemann surface is a algebraic curve. This is
known as Riemann existence theorem.

Theorem 3.5 (Riemann existence theorem)If X is a compact Riemann surface of genus g, then X
is algebraic curve. In other words M (X) separates points and tangents.

Separating Points : Consider the divisor D = (g + 1)p. Using Riemann Roch we must have ¢(D) > 2.
There is a non-constant function f, that have pole at p and no other pole. So for ¢ € X \ {p} we can say,

f(p) # f(q)-

Separating tangents : Let, D, = (2g — 1).p be the divisor, then by the second form of Riemann
Roch we have, {(Dy) = g, for D = 2g.p we have, {(D;) = g+ 1. There is a function (non-constant)
f € 0p (X),g9 € Op,(X), such that g/ f has a simple root at p.

Riemann surface of genus g =1

Every algebraic curve of genus one is isomorphic to a complex torus. Now to do this let X be
our Riemann surface and we know that 7 : Y — X, where Y is the universal covering of X, and where
7 x Z acts on Y by two independent translations, and Y = R? as a topological space, so all we need to
see is that Y = C as a Riemann surface.

Now for this we take a canonical divisor Ky = div(wp) in X and we know that deg(Kp) = 0 and
dimL(Ky) = 1 by Riemann-Roch and so we can take f € L(Kj) so that w = fwp, is a holomorphic
1-form with no zeros and poles, since deg(div(w)) = 0 and div(w) > 0.

Now we can take 7*(w) in Y which will have no zeroes and will be a holomorphic 1-form, and we fix a
point pg and define ¢ : Y — C as ¢(p) = f% m*w, where 7, is a path from pg to p, and this is well-defined
since the integral will only depend on the end-points.

It can be shown the map ¢ is isomorphism. But this requires a little more tools. Having the isomorphism,
there is a isomorphic lattice A with the Z? C Y. The following square commutes and hence X is isomorphic
to the complex torus.

7Z2~AY —=5 C~ A

| |7

X ——— C/A

10



Recall from the constuction of weierstass p function, it gives a functional equation with @', the torus
corresponds to a cubic y? = ax3 4 bx + c. If we treat X as an algebraic curve then it must be a cubic.

Every compact Riemann surface of genus g = 1 is a cubic algebraic curve.
The Riemann-Hurwitz formula

If f: X — Y is a n-sheeted holomorphic covering, where X,Y are compact Riemann surfaces with genus
g and ¢’ respectively. Recall, mult, f is the multiplication of f at p. Also,

degf= Y multy(f)=n
zef~1(y)

is independent of the choice of y. There is a terminology b(f) = ), x mult,(f) — 1, which is called total
branched order of f. Let, x € f~!(y) then deg(f) = n, if k = mult,f then, there is a neighborhood
around z, U with a chart z and a neighborhood V' around y with chart w so that, w(f(t)) = z(t).

N

< =

Let, w be a non-vanishing meromorphic form on Y then, f*w is non-vanishing. In the nbd. V we can
write w = g(w)dw and thus the pullback,

I (@) = g(=F )k dz

and thus, ord, (f*w) = (mult,(f) — 1) + mult,(f)ord,(w) taking sum with respect to x € f~1(y) we get

Z ord,(f*w) = Z (mult;(f) — 1) + nordy(w)

zef~y) zef~H(y)

now taking sum over Y we get,

2(9 —1) =0b(f) +n(2¢9' —2)

This is what we call Riemann-Hurwitz formula. We can reformalize in terms of Euler characteristics as
follows,

X(X) = x(Y) - deg(f) — deg(Ry)
where Ry is the ramification divisor for f and is represented by > (multp(f) —1)- P.

4. MODULI SPACE

Moduli space and Teichmiiller space are very importanr objects in algebraic geometry as well as general topology.
Riemann roch theorem helps us to estimate the sizes of Moduli space and Teichmiiller space. We can talk about
Moduli spcae of any compact(bounderyless) topological surfaces but in this essay we will mainly deal with the
compact Riemann surfaces.

11



Definition. 4.1 (Moduli Space)The space of Riemann surfaces of genus g, upto biholomorphism is
called Moduli space and we denote it by M,.

Before going to the main theorem of this section we will discuss about the Moduli space for ‘complex tori’ or
My, and we will aso try to descibe the space M; geometrically.

§4.1 The moduli space M;

In the previous section we have already proved that any compact Riemann surface of genus 1 is isomorphic
(biholomorphic) to a complex tori. In order to indentify the space Mj it is enough to find how many comlpex
tori are there upto isomorphism. We know any complex tori is obtained by the identification C/A, where
A = {aw; + bws : a,b € Z} and wy/wy ¢ R. Now note that the pair (w;,ws) determines a complex tori. We can
rescale the lattice which is determined by (wi/we, 1) (upto isomorphic this tori is same as C/A), by swapping
w1, wy if necessary we can take w;/w; := w € H. So, every complex tori correspond to an element w € H (and
vice-verca).

Two complex tori C/A and C/A’ are isomorphic iff
A = A(A)

a b

where A is an invertible matrix A € GLy(Z). If A = (c d)’ then A(w,1)T = (aw + b, cw +d)T which re-scales

d
to the isomorphic class, since the mobiiis transformations are same upto scaling we may assume the matrix

(Z b) € PSLy(Z). Thus the moduli space M can be identified with H/PSLo(Z). In otherwords,

to (aw + b/cw + d,1). Basically the mobiiis transformations of the form (i b) € GLy(Z) maps an lattice

d
M1 ~ H/PSLQ(Z)

§ 4.2 Visualizing M, geometrically

In the above discussion we have seen Mj is the quotient space of H after action of PSLy(Z) by Mobiiis
transformation. Note that PSLy(Z) is genarated by the following two elements,

=1 0) (1)

Here p has order 2 and 7 has infinite order. Let, h € H be an element, if g = <Ccl Z) € PSLy(Z) then,
Imb
Im(gh) = ————=
)= (e + P

Keeping b fixed if we vary g there must exist a maximum value of the above exprsssion for some gy € PSLy(Z).
So,

tm 9026 < Imgoh

l90b]

we can conclude [goh| > 1. Real part of goh lies in interval [n —1/2,n + 1/2] for some integer n. Note that real
part of 77"goh € [—1/2,1/2] and imaginary part is unchanged. So any element of H can be taken to a point in
the following domain via consecutive mobiiis transformation,

Im pgoh =

F= {b € H:[b] = 1, Re(h) € [;;]}
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So the fundamental domain of the action is F with identification on the boundary as follows:

- —--- -
(=Y
No

wi=

§ 4.3 Dimension of M, for g > 2

Consider a genus g Riemann surface M, and any effective divisor D of degree 2g on M. By the results on the
previous sections,

UD)=deg(D)—g+1=g+1

and ¢(D — [p]) = g for a point p € M, whence there exists f € &p(M) and not in any of the finitely many
Op_ip)(M) for those p appearing in D. That is, f71([e<]) = D, and deg(f) = deg (f~'([o0])) = 2¢. Riemann-
Hurwitz tells us about the ramification behavior of f :

xm = deg(f) - xp1 — deg (Ry)
2-29=29-2—ry
ry=06g— 2.

For ”almost all” D the points in Ry will have multiplicity one (ramifications of order two) and lie over distinct
points in P!, meaning that the branch locus B C P! consists of 6g — 2 points. We want to use all of this data
to compute the number of ”local deformation parameters” of M.

Looking at this in a slightly more formal way, consider the set &1 of 2-tuples (M, f) where M has genus g
and f has degree 2g. This maps to the set Go of 2-tuples (M, D) where D > 0 of degree 2g (the map is given
by f— D:=f _1([00])). From there we can map to the set & of Riemann surfaces of genus g, by forgetting D.
It’s clear that (fixing M) D has 2g parameters, making dim (&2) — dim(&) = 2g. Moreover, given M and D,
there are £(D) = g+ 1 choices of parameter for f (to have D as its poles), meaning dim (&) —dim (&3) = g+ 1.
Our argument in the first paragraph shows that the first map is surjective (while the second obviously is) and
S0,

dim(6) = {dim (61) — g — 1} —2¢g = dim (&;) — 3¢9 — 1.

dim‘(rez)

On the other hand, we can map &; to &3, the set of (6g — 2) tuples of (unordered) points on P!, by taking
f(Ry) € Div (Pl). This map is surjective since given a branch-point set in P! we can construct an existence
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domain for an appropriate function, and in fact the construction shows that there are only finitely many
possibilities for M. Moreover, it shows that a continuous family of degree- 2¢g functions on M with the same
branch-point set gives rise to a continuous family of automorphisms of M. But for g > 2, M has only finitely
many automorphisms. So we see that this map is finite-to-1, and thus dim (&;) = dim (&3) = 6g — 2. Plugging
this in to the above equation, we get the desired result. Thus the above computation helps us to conclude the
following theorem:

Theorem 4.1 (Riemann)For g > 2 the moduli space M, has dimension 3g — 3.

14



	Introduction
	Riemann-Roch Theorem
	Divisors
	Special sheaves of meromorphic functions
	Proof of Riemann-Roch

	Applications
	Serre Duality
	Some immediate consequences

	Moduli Space
	The moduli space M1
	Visualizing M1 geometrically
	Dimension of Mg for g 2


